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Preface

Preface
About this Document

About this Document

This document provides the functional specifications for the 88F6180, 88F6190, 88F6192, and
88F6281 integrated controllers. This datasheet also provides detailed definitions for the registers
implemented in these devices.

This document is intended to be the basic source of information for designers of new systems.

All feature descriptions and specifications described in this document refer to all the devices, unless
otherwise specified. In this document, the 88F6180, 88F6190, 88F6192, and 88F6281 are often
referred to as “the device/s”. In addition, the 88F6190 and 88F6192 are often referred to as the
88F619x.

Relevant Devices

88F6180
88F6190
88F6192
88F6281

Related Documentation

The following documents contain additional information related to the 88F6180,88F619x, and
88F6281:

88F6180 Hardware Specifications, Doc No. MV-S104988-U0

88F6190 and 88F6192 Hardware Specifications, Doc No. MV-S104987-U0

88F6281 Hardware Specifications, Doc No. MV-S104859-U0

88F6180, 88F6190, 88F6192, and 88F6281 Design Guide, Doc No. MV-S301398-001

Sheeva™ 88SV131 ARM v5TE Processor Core with MMU and L1/L2 Cache Datasheet,
Doc No. MV-S104950-U0

Unified Layer 2 (L2) Cache for Sheeva™ CPU Cores Addendum, Doc No. MV-S104858-U0

AN-179 TWSI Software Guidelines for Discovery™, Horizon™, and Feroceon® Devices,
Doc No. MV-S300754-001

AN-183, 88F5181 and 88F5281 Big Endian and Little Endian Support, Doc No.
MV-S300767-001

AN-249: Configuring the Marvell® SATA PHY to Transmit Predefined Test Patterns,
Doc No. MV-S301342-00%

AN-260 System Power-Saving Methods for 88F6180, 88F6190, 88F6192, and 88F6281, Doc
No. MV-S301454-001

TB-227: Differences Between the 88F6192, and 88F6281 Stepping Z0 and A0,
Doc No. MV-S105223-00%

ARM Architecture Reference Manual, Second Edition
PCI Express Base Specification, Revision 1.1

Universal Serial Bus Specification, Revision 2.0, April 2000, Compagq, Hewlett-Packard, Intel,
Lucent, Microsoft, NEC, Philips

Copyright © 2008 Marvell

1. This document is a Marvell proprietary, confidential document, requiring an NDA and can be downloaded from the
Marvell Extranet.
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m  Enhanced Host Controller Interface Specification for Universal Serial Bus, Revision 0.95,
November 2000, Intel Corporation

ARC USB-HS OTG High-Speed USB On-The-Go Controller Core V 4.0.1 Reference.
Federal Information Processing Standards (FIPS) 46-2 (Data Encryption Standard)
FIPS 81 (DES Modes of Operation)

FIPS 180-1 (Secure Hash Standard)

FIPS draft - Advanced Encryption Standard (Rijndeal)

RFC 1321 (The MD5 Message-Digest Algorithm)

RFC 1851 — The ESP Triple DES Transform

RFC 2104 (HMAC: Keyed-Hashing for Message Authentication).

RFC 2405 — The ESP DES-CBC Cipher Algorithm With Explicit IV

IEEE standard, 802.3-2000 Clause 14

ANSI standard X3.263-1995

See the Marvell Extranet website for the latest product documentation.
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Document Conventions

Document Conventions

The following conventions are used in this document:

Signal Range

Active Low Signals #

State Names

Register Naming
Conventions

Reset Values

Abbreviations

Numbering Conventions

Copyright © 2008 Marvell
December 2, 2008, Preliminary

A signal name followed by a range enclosed in brackets represents a range of logically related
signals. The first number in the range indicates the most significant bit (MSb) and the last
number indicates the least significant bit (LSb).

Example: DB_Addr[12:0]

An n letter at the end of a signal name indicates that the signal’s active state occurs when
voltage is low.

Example: INTn

State names are indicated in italic font.
Example: linkfall

Register field names are indicated by angle brackets.
Example: <Reglnit>

Register field bits are enclosed in brackets.

Example: Field [1:0]

Register addresses are represented in hexadecimal format.
Example: 0x0

Reserved: The contents of the register are reserved for internal use only or for future use.

A lowercase <n> in angle brackets in a register indicates that there are multiple registers with
this name.
Example: Multicast Configuration Register<n>

Reset values have the following meanings:
0 = Bit clear
1 =Bit set

Gb: gigabit
GB: gigabyte
Kb: kilobit

KB: kilobyte
Mb: megabit
MB: megabyte

Unless otherwise indicated, all numbers in this document are decimal (base 10).
An 0x prefix indicates a hexadecimal number.
An 0b prefix indicates a binary number.

Doc. No. MV-S104860-U0 Rev. C
Document Classification: Proprietary Information Page 19
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1 Overview

The Marvell® 88F6180, 88F6190, 88F6192, and 88F6281 devices are high-performance, highly
integrated controllers. The devices are based on the ARMvV5TE-compliant, high-speed Marvell®
Sheeva™ 88SV131 CPU core with 256 KB L2 cache.

This section provides a brief description of the interfaces in each of these devices.

| ;] | The functions, interfaces, and registers/register bits described in this document do not
Not necessarily apply to all of the devices.
ote
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1.1 Block Diagrams

Figure 1 is a block diagram of the 88F6180 interfaces.

Figure 1: 88F6180 Interface Block Diagram

Overview
Block Diagrams

Dual Channel 16-bit
up to 400 MHz data rate
DDR2 SDRAM Controller

16 KB
L1
Sheeva™ | p_cache
88SVv131
CPU core
600 MHz
or
16 KB
800 MH
z L1
I-cache

256 KB
L2
cache

up to
400 MHz

Mbus-L
Local
bus Mbus-L to
@ 64-bit <‘,:> Mbus @
Bridge
up to
200 MHz

Copyright © 2008 Marvell

December 2, 2008, Preliminary

Mbus
64-bits
@
166 MHz

PCI Express
with integrated
SERDES
x1 port

Gigabit
Ethernet
x1 port

USB 2.0
with integrated
PHY

N

Security engine

)

XOR / DMA
x4 channels

)

TWSI, SPI,
UART x2, MPP,
NAND Flash,
BootROM

&

SIPDIF / I’S
Audio
interface

SDIO
interface

Document Classification: Proprietary Information

Doc. No. MV-S104860-U0 Rev. C

Page 21



=  88F6180/88F619x/88F6281
M ARV EL L® Functional Specifications

Figure 2 is a block diagram of the 88F6190 interfaces.

Figure 2: 88F6190 Interface Block Diagram
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Figure 3 is a block diagram of the 88F6192 interfaces.

Figure 3: 88F6192 Interface Block Diagram
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Figure 4 is a block diagram of the 88F6281 interfaces.

Figure 4: 88F6281 Interface Block Diagram
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1.2 Overview of Functions and Interfaces

The following is a list of the device functions and interfaces:

Sheeva™ 88SV131 CPU The device integrates the Sheeva 88SV131 CPU core. This core is compliant with ARMV5TE

Core architecture, as published in the ARM Architecture Reference Manual, Second Edition. The
Sheeva 88SV131 CPU core provides integrated 16/16 KB, four-way, set-associative I/D L1
caches and a unified 256 KB four-way, set-associative L2 cache.

88F6180: Running at 600 MHz or 800 MHz
88F6190: Running at 600 MHz

88F6192: Running at 800 MHz

88F6281: Running at 1.0 GHz, 1.2 GHz, or 1.5 GHz

The Sheeva 88SV131 CPU core also provides:

32-bit and 16-bit RISC architecture

An MMU to support virtual memory features
64-bit internal data bus

Branch Prediction Unit

JTAG/ARM ICE support

Big and Little Endian modes support

See Section 3, Sheeva™ CPU Core, on page 43.

DDR SDRAM Interface The device integrates a 16-bit DDR2 SDRAM interface.
88F6180 and 88F619x

= Up to 200 MHz clock frequency with an 400 MHz data rate
m  Supports two DRAM chip selects

m  Supports all DDR2 devices with densities up to 1 Gb

m  Supports up to 16 open pages (page per bank)

= Upto 512 MB total address space

88F6281

m  Up to 400 MHz clock frequency with an 800 MHz data rate
m  Supports four DRAM chip selects

m  Supports all DDR2 devices with densities up to 2 Gb

m  Supports up to 32 open pages (page per bank)

m  Upto 2 GB total address space

All of the devices
Provide the following DDR SDRAM interface features:

Support for on board DDR designs (no DIMM support)

DDR SDRAM with a clock ratio of 1:N and 2:N between the DDR SDRAM and the CPU
core, respectively

SSTL 1.8V I/0Os

Auto calibration of 1/0Os output impedance

Support for 2T mode to enable high-frequency operation with a heavy load configuration
Supports DRAM bank interleaving

Supports up to a 128-byte burst per single memory access

See Section 4, DDR SDRAM Controller, on page 44.

Copyright © 2008 Marvell
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Time Division
Multiplexing
(SLIC/SLAC/Codec)
Interface

PCI Express Interface

88F6180/88F619x/88F6281
Functional Specifications

The 88F6192 and 88F6281 contain a Time Division Multiplexing (SLIC/SLAC/Codec)
interface.
The TDM is a generic interface to the standard SLIC/SLAC/codec devices. It provides:

Compatibility with standard PCM highway formats

TDM protocol support for two channels, up to 128 time slots

SPI interface for codec register read/write access

Two integrated DMA engines to transfer voice data to/from memory buffer

See Section 5, Time Division Multiplexing (TDM) Unit (88F6192 and 88F6281 Only),
on page 56.

The device integrates a PCI Express Base 1.1 compatible interface containing a single PCI
Express lane (x1) host port with an integrated low power SERDES, based on Marvell®
SERDES technology. This interface can serve as a Root Complex or an Endpoint port with:

x1 lane width

2.5 Gbps data rate

Lane polarity reversal support

Maximum payload size of 128 bytes

Single Virtual Channel (VC-0)

Replay buffer support

Extended PCI Express configuration space
Advanced Error Reporting (AER) support
Power management: LOs and software L1 support
Interrupt emulation message support

Error message support

As a master, the PCI Express interface contains:

Single outstanding read transaction

Maximum read request of up to 128 bytes

Maximum write request of up to 128 bytes

Up to four outstanding read transactions in Endpoint mode

As a target, the PCI Express interface contains:

Supports up to eight read request transactions
Maximum read request size of 4 KB
Maximum write request of 128 bytes

Supports PCI Express access to all of the device’s internal registers

See Section 6, PCI Express Interface, on page 74.
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Serial ATA Il (SATA Il) The 88F6192 and 88F6281 contain two and the 88F6190 contains one SATA Il compliant 3
Interface Gbps (Gen2i) SATA PHY(s). The SATA interface supports:

m  SATA Il Native command queuing, up to 128 outstanding commands per port

m  First party DMA (FPDMA) full support

m  Backwards compatibility to SATA | 1.5-Gbps speed and devices

m  Fully supports the SATA Il Phase 1.0 specification, and the following advanced SATA I

Phase 2.0 specification features:
* 3 Gbhps (Gen2i) SATA Il speed
e SATA Il Port Multiplier performs FIS-Based Switching as defined in SATA working
group Port Multiplier definition
e SATA Il Port Selector issues the protocol-based OOB sequence to select the active
host port
m  Supports device 48-bit addressing
m  Supports ATA Tag Command Queuing

The SATA Host Controller supports:

Enhanced-DMA [EDMA] for the SATA ports

Automatic command execution without host intervention

Command queuing support, for up to 32 outstanding commands

Separate SATA request/response queues

64-bit addressing support for descriptors and data buffers in system memory

Read ahead

Advanced interrupt coalescing

Target mode operation—Two devices can be attached back-to-back, through Serial ATA
ports, enabling data communication between different 88F619x/88F6281 devices, with
one acting as a host and the other emulate a device

m  Advanced drive diagnostics via the ATA SMART command

See Section 7, Serial-ATA (SATA) Il Interface (88F619x and 88F6281 Only), on page 89.
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88F6180/88F619x/88F6281
Functional Specifications

88F6180

The Gigabit Ethernet interface consists of a single full-duplex Gigabit Ethernet (GbE)
port that supports an RGMII/MII/MMII interface.

88F6190

The Gigabit Ethernet interface consists of one full-duplex Gigabit Ethernet (GbE) port
and one full-duplex Fast Ethernet (FE) port that supports the following modes:

¢ Port0 RGMII, Portl MII/MMII
e Port0 GMII, Portl N/A
88F6192 and 88F6281

The Gigabit Ethernet interface consists of two full-duplex Gigabit Ethernet (GbE) ports
that support the following modes:

e Port0 RGMII, Portl RGMII

e Port0 RGMII, Portl MII/MMII
* Port0 MIlI/MMII, Portl RGMII
e Port0 GMII, Portl N/A

The Gigabit Ethernet interface supports 10/100/1000 Mbps speeds, as well as the 200 Mbps
proprietary Marvell® MIl (MMII).

Receive and transmit buffer management is based on buffer-descriptor linked lists. Data
transfers are performed by the port dedicated SDMA (see Section 8.3, DMA Functionality,
on page 116).

Each Ethernet port includes advanced Destination Address (DA) filtering on received
packets that also detects packet type/encapsulations that can be used by the CPU for packet
routing:

m  Layer 2: BPDU,VLAN (programmable VLAN-EtherType), Ethernet v2, LLC/SNAP

m  Layer 3: IPv4, IPv6 (according to Ethertype), other

m  Layer 4 (only over IPv4): TCP and UDP

The port has eight receive priority queues. Queuing is performed based on DA, VLAN-Tag,
IP-TOS, Marvell Header, and DSA Tag.

The port supports standard Ethernet frames (up to 1.5 KB) and, in addition, Jumbo frames
(up to 9 KB).

It also supports hardware TCP and UDP checksum check on receive, and generate on
transmit (checksum generation for Jumbo frames is not supported).

m  Precise Timing Protocol (PTP) with:

* Precise time stamping for packets, as defined in IEEE 1588 PTP v1 and v2 and
IEEE 802.1AS draft standards

* Flexible Time Application interface to distribute PTP clock and time to other devices in
the system

* Optionally accepts an external clock input for time stamping
= Audio Video Bridging Networks including:
* |EEE 802.1Qav pre-draft Audio Video Bridging networks

* Time- and priority-aware egress pacing algorithm to prevent bunching and bursting
effects—suitable for audio/video applications
* Egress Jitter Pacer for AVB-Class A and AVB-Class B traffic and strict priority for
legacy traffic queues
See Section 8, Gigabit Ethernet Controller, on page 113.
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Overview of Functions and Interfaces

The device integrates a single USB 2.0 compliant high-speed port with an integrated PHY:
m  Serves as a peripheral or host

Enhanced Host Controller Interface (EHCI) compatible as a host

As a host, supports direct connection to all peripheral types (LS, FS, HS)

As a peripheral, connects to all host types (HS, FS) and hubs

Integrates up to four independent Endpoints that support control, interrupt, bulk, and
isochronous data transfers

m  Integrates a dedicated DMA for data movement between memory and port
See Section 9, Universal Serial Bus (USB 2.0) Interface, on page 173.

The device integrates a Cryptographic Engine and Security Accelerator to support data
encryption and authentication. It also contains a dedicated Direct Memory Access (DMA)
controller to perform the following:

m  Hardware implementation of encryption and authentication engines to boost packet
processing speed

m  Dedicated DMA to feed the hardware engines with data from the internal SRAM memory
or from the DDR memory

= Implements AES, DES, and 3DES encryption algorithms

= Implements SHA1 and MD5 authentication algorithms

See Section 10, Cryptographic Engines and Security Accelerator (CESA), on page 174.
The device integrates four XOR / DMA channels. Each channel has the capability to transfer
data between the interfaces. The channels:

m  Support chaining via linked-lists of descriptors

Move data from source interface to destination interface

Support increment or hold of source and/or destination address

Support XOR operation on up to eight source blocks, useful for RAID application
Support iISCSI CRC-32 calculation

See Section 11, XOR Engine, on page 205.

The device contains a single Two-Wire Serial Interface (TWSI) port that can be configured as
either a master or a slave interface. This port can also be used for serial ROM initialization.

The TWSI fully supports multiple TWSI master environments (clock synchronization, bus
arbitration). The TWSI interface can be used for multiple applications such as a master to
control other TWSI on board devices and to auto-load values from an external serial ROM
device. It can be used as a slave for communication with some other TWSI masters

See Section 12, Two-Wire Serial Interface (TWSI), on page 221.

The device supports a Universal Asynchronous Receiver/Transmitter (UART) Interface that
consists of two Synopsis DW_16550 compatible UART ports.

The UART interface integrates:

m  Two pins for transmit and receive operations

m  Two pins for modem control functions

See Section 13, UART Interface, on page 228.

The device implements an 8-bit NAND Flash interface to boot from NAND Flash, or for any
other non-volatile memory usage. The NAND Flash interface provides a glueless interface to
CE care and CE don't care type NAND Flash devices.

See Section 14, 8-bit NAND Flash Interface, on page 231.
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SPI Serial Flash
Interface

Audio 1S / SIPDIF
Interface

SDIO Interface

MPEG Video /
Transport Stream
Interface (TS)

General-Purpose I/0
Port (GPIO)

Functional Specifications

The device implements an SPI interface for direct boot from external SPI flash memory. This
interface operates at up to 41.6 MHz in the 88F6180 and 88F619x, and up to 50 MHz in the
88F6281.

See Section 15, Serial Peripheral Interface (SPI), on page 236.

The 88F6180, 88F6192, and 88F6281 contain an I12S / S/PDIF interface for audio in and
audio out:

m  Either I1°S/ S/PDIF inputs can be active at one time

= Both IS or S/PDIF outputs can be simultaneously active (transferring the same PCM
data)

This interface supports the following 1°S and S/PDIF specific features:
= 1°S specific features:
* Sample rates of 44.1/48/96 kHz
RIS input and 12s output operate at the same sample rate
e 16/24-bit depths
* 12Sin and IS out support Independent bit depths (16 bit/24 bit)
e Supports plain I12s, right justified and left justified formats
m  S/PDIF specific features:
e Compliant to IEC 60958-1, IEC 60958-3, and IEC 61937 specifications
e Sample rates of 44.1/48/96 kHz
e 16/20/24-bit depths

See Section 16, Audio (IZS | SIPDIF) Interface (88F6180, 88F6192, and 88F6281 Only),
on page 240.

The device integrates an SD/SDIO/MMC host interface that operates at up to 50 MHz.This
interface supports:

m  1-bit/4-bit SDMem, SDIO, and MMC cards

m  Hardware generate/check CRC on all command and data transaction on the card bus
See Section 17, Secure Digital Input/Output (SDIO) Interface, on page 256.

The 88F6192 and 88F6281 implement an MPEG Video / TS interface of up to 80 Mbps.
Itis ISO/IEC 13818-1 standard compliant, supports any of the following modes:

m  Parallel (8 bit) input

m  Parallel (8 bit) output

m  Two independent serial interfaces

See Section 18, Transport Stream (TS) Interface (88F6192 and 88F6281 Only),
on page 262.

88F6180 provides a 30-bit general-purpose 1/O port
88F619x provides a 36-bit general-purpose I/O port
88F6281 provides a 50-bit general-purpose /O port

Each of these general-purpose I/0O pins can be used for peripheral functions or for

general-purpose /0.

m  Each pin can be configured independently

m  GPIO inputs can be used to register interrupts from external devices, and generate
maskable interrupts

See Section 19, General-Purpose I/O (GPIO) Port Interface, on page 277.
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Real-Time Clock The device integrates a real-time clock that records second, minute, hour, date, day, month,
(RTC) and year.

While the system power is off, a backup battery (1.5V-1.8V) can operate the RTC unit. The
RTC unit operates with an external 32.768 kHz crystal.

See Section 20, Real-Time Clock (RTC) Unit, on page 278.

Interrupt Controller The device integrates an advanced interrupt controller that handles maskable interrupts
from all the various sources and forwards them to the Sheeva™ CPU core.

In Endpoint mode, the interrupts can also be forwarded to the Endpoint PCI Express
interface.

The Sheeva CPU core has two interrupt inputs—low and high priority. Each of the chip
interrupt events can be assigned to one of these two interrupts.

See Section 21, Interrupt Controller, on page 280.
Timers The device contains two general-purpose, 32-bit timers, and a single 32-bit watchdog timer.
See Section 22, Timers and Counters, on page 283.

Internal Architecture  The device internal architecture is optimized for high-performance applications. It contains
an Mbus-L bus for high-performance, low latency CPU core to DDR SDRAM connectivity
and a proprietary Mbus architecture for 1/O connectivity.

The internal architecture integrates:
m  Advanced Mbus architecture
m  Dual port DDR SDRAM controller connectivity to both CPU and Mbus

See Section 25, Internal Architecture, on page 312.

1.3 Differences Between the 88F6180, 88F6190,
88F6192, and 88F6281 Devices
Table 1 provides a list of the differences between the 88F6180, 88F6190, 88F6192, and 88F6281
devices. It also lists those interfaces that are the same in all of the devices.

Table 1: 88F6180, 88F619x, and 88F6281 Device Differences and Similarities

Feature 88F6180 88F6190 88F6192 88F6281
Differences
Sheeva™ CPU | Running at600 MHz or = Running at 600 MHz Running at 800 MHz Running at 1.0 GHz,

Core 800 MHz L2 cache at up to L2 cache at up to 1,2 GHz, or 1.5 GHz
L2 cache at up to 300 MHz 400 MHz L2 cache at up to
400 MHz 500 MHz
TCLK 166 MHz 200 MHz
frequency
Copyright © 2008 Marvell Doc. No. MV-S104860-U0 Rev. C
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Table 1:

Feature

DDR SDRAM
Interface

Time Division
Multiplexing
(SLIC/codec)
Interface

Serial ATA Il
(SATA 1)
Interface
Gigabit
Ethernet
Interface

Audio S/PDIF/
12S Interface

MPEG Video /
Transport
Stream
Interface (TS)

General-
Purpose /O
Port

PCI Express
Interface

USB 2.0
Interface

Cryptographic
Engine and
Security
Accelerator

88F6180/88F619x/88F6281

88F6180

Functional Specifications

88F6190

e Supports two DRAM chip selects

¢ Supports all DDR2 devices with densities up to 1Gb
e Supports up to 16 open pages (page per bank)

e Upto 512 MB total address space

None

1 GbE RGMII/MII/MMII

port

Yes

30-bits
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No

1 port

1 Gigabit Ethernet port
and
1 Fast Ethernet port

e Port0O RGMII,
Portl MII/MMII

« Port0 GMII,
Portl N/A

No

No

36-bits

Similarities

Yes

Yes

Yes

Document Classification: Proprietary Information

88F6192
¢ Up to 200 MHz clock frequency with an 400 MHz data rate

88F6180, 88F619x%, and 88F6281 Device Differences and Similarities (Continued)

88F6281

+ Up to 400 MHz
clock frequency
with an 800 MHz
data rate

* Supports four
DRAM chip selects

* Supports all DDR2
devices with
densitiesupto 2 Gb

e Supports up to 32
open pages (page
per bank)

* Upto 2 GB total
address space

Yes

2 ports

2 GbE ports?

Port0 RGMII,
Portl RGMII
Port0 RGMII,
Portl MII/MMII
Port0 MII/MMII,
Portl RGMII
Port0 GMII,
Portl N/A

Yes?

Yes?

50-bits

Copyright © 2008 Marvell
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Table 1:

Feature 88F6180

XOR engine
and DMA

Two-Wire
Serial
Interface
(TWSI)

UART
Interface

NAND Flash
Interface

SPI Serial
Flash
Interface

SDIO Interface

Real-Time
Clock (RTC)

Overview

Differences Between the 88F6180, 88F6190, 88F6192, and 88F6281 Devices

88F6190

88F6192

Yes

1 port

2 ports

1. The following interfaces are multiplexed:

- Audio
-TS
- TDM

- GbE portl or GbE port0 in GMII mode (see the note below)
For the 88F6192, only one of these interfaces may be selected at a time.
For the 88F6281, only two of these interfaces may be selected at a time.

NI

Note

Copyright © 2008 Marvell
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Yes

Yes

Yes

Yes

88F6180, 88F619x%, and 88F6281 Device Differences and Similarities (Continued)

88F6281

GbE port0 configured to GMII mode utilizes the pins of portO and portl. This
configuration uses the multiplex pins.

When GbE port0 is configured to GMII mode, the port cannot support MII/MMII,

due to multiplexing limitations.

GbE port0 configured to RGMII or MII/MMII mode utilizes dedicated pins, and can
be activated independently, regardless of the above multiplexed interfaces.

Document Classification: Proprietary Information
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2 Address Map

The device has a fully programmable address map. There is a separate address map for each of the
master units (units that can initiate transactions over the device Mbus).

Sheeva™ CPU core address space

PCI Express address space

GbE MAC address space

USB address space

SATA address space (88F619x and 88F6281 only)

XOR engine address space

Security accelerator address space

SDIO address space

TDM (SLIC/codec) address space (88F6192 and 88F6281 only)
Audio address space (88F6180, 88F6192, and 88F6281 only)
m TS address space (88F6192 and 88F6281 only)

Each of these interfaces includes programmable address windows that allow it to access different
device resources. Each window can map up to 4 GB of address space.

EI m  Throughout this section, the term “BAR” means Base Address Register.
n

Although each master has independent address windows, when a resource (e.g.,
DRAM M_CsSn[Q]) is used by multiple masters, all masters must use the same
address map for this resource. This means that all masters must use an identical
address window setting for each resource.

2.1 Sheeva™ CPU Core Address Decoding

The Sheeva CPU core address decoding map consists of 13 address windows as follows:

m  Four windows dedicated for Sheeva CPU core access to the four DRAM chip selects

m  One window for Sheeva CPU core access to the chip internal registers space

m  Eight configurable windows for Sheeva CPU core access to the remainder of the chip resources

Note

Doc. No. MV-S104860-U0 Rev. C Copyright © 2008 Marvell
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Sheeva™ CPU Core Address Decoding

DRAM windows Each DRAM window can have from a minimum of 16 MB of address space up to a

maximum of 4 GB of address space. Each window is defined by specific Base and
Size registers. The Base and Size are 8-bits wide, corresponds to address
bits[31:24]. The Size must be programmed as a set of 1s (staring from the LSB)
followed by a set of 0s. The set of 1s defines the size. For example, if Size[7:0] is
set to OXOF, it defines a size of 256 MB (the number of 1s is 4, 2% x 16 MB = 256
MB).

By default, each of the DRAM windows corresponds to a different DRAM chip
select (M_CSn[3:0]). However, each window can be set to support any of the
DRAM chip selects. This feature provides more flexibility in mapping DRAM
space.

Registers space The chip internal registers window has a 1 MB fixed size (It has a Base register

Configurable
address
windows

only, but no Size register).
NOTE: Only part of this space is populated with registers.

Each of the configurable address windows can have from a minimum of 64 KB of
address space up to a maximum of 4 GB of address space. Each window is
defined by a Window Base register and by a Window Control register’s <Size>
field. The Base and Size are 16-bits wide, corresponding to address bits[31:16].
The Size must be programmed as a set of 1s (staring from the LSB) followed by a
set of 0s. The set of 1s defines the size. For example, if Size[15:0] is set to
O0x03FF, it defines a size of 64 MB (the number of 1s is 10, 219 x 64 KB = 64 MB).

Address decoding starts with the address being compared with the values in the various Base
Address registers. The Size sets which address bits are significant for the comparison. In the
previous example of a 64 MB size, the CPU address bits[31:26] are compared against Base
Address bits[15:10] (the Size masks address bits[25:0]). An address is considered as a window hit if
it matches the Base Address register bits (the bits that are not masked by the Size).

NI

Note

Never program the Base and Size registers so that they result in an address
window overlap.

The address decoding scheme restricts the address window to a size of 2" and to a
start address aligned to the window size.

Upon a hit in one of the configurable windows, the transaction is forwarded to a specific target
interface specified by Window Control register’'s <Target> bits[7:4]), and with specific transaction
attributes specified by Window Control register’s <Attr> bits [15:8].

Table 2 shows a summary of target units IDs and attributes.

Table 2:  Units IDs and Attributes—CPU

Field

Target Unit ID

Copyright © 2008 Marvell
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Description

0x0 = Reserved

0x1 = NAND flash, SPI flash, or bootROM
0x2 = Reserved

0x3 = Security Accelerator SRAM

0x4 = PCI Express

0x5—-0xF = Reserved
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2.1.1

Table 2:  Units IDs and Attributes—CPU (Continued)
Field Description
Attributes[7:0] If the target is the NAND flash, set the <Attr> field (bits [7:0]) to Ox2F.
If the target device is the SPI flash, set the <Attr> field (bits [7:0]) to OX1E.
If the target device is the bootROM, set the <Attr> field (bits [7:0]) to Ox1D.

If the target is PCI Express interface:
« To generate I/O transactions, set the <Attr> field (bits [7:0]) to OXEO.
« To generate memory transactions, set the <Attr> field (bits [7:0]) to OXES8.

If the target is the Security Accelerator SRAM:
¢ Bits[1:0]—Data swapping—set to Ox1.

00 = byte swap

01 = no swap

10 = byte and word swap

11 = word swap
e Bits[7:2] = Reserved. Must be 0.

Each of the four DRAM windows and each of the configurable windows have an enable bit (Size
register’'s <En> bit[0]).

m  When set to 1, the window is enabled.

m  When set to 0, the window is disabled and not taking part in the address decoding process.

The device internal registers space has a fixed size of 1 MB, even though only part of this space is
really populated with chip internal registers. Upon a write to a non-implemented register, the data is
discarded. A read to a non-implemented register will return undefined data.

The registers are located in different units of the device (distributed register file). Therefore, ordering
is not guaranteed upon CPU back-to-back writes to different registers. If ordering is required,
perform a read after each write.

For Sheeva core address decoding registers and their default values, see Section A.3.1, CPU
Address Map Registers, on page 357).

|§ | | Access to internal registers is limited to the WORD boundary (There is no support of
burst access to the register files). This means that the register file space must never be
Note cacheable.

Sheeva™ CPU Core-to-PCIl Express Address Remapping

The device supports address remapping on the Sheeva CPU core accesses to the PCI Express
interface. This enables relocating a CPU-to-PCI Express address window to a new location in the
PCI Express address space, decoupling the Sheeva CPU core and the PCI Express memory
allocation.

Each of the configurable address windows has an associated Remap register. Upon a hit in one of
these windows, the upper bits of the CPU address are replaced by the corresponding bits of the
Remap Low register, before the data is transferred to the PCI Express interface. The number of bits
to be replaced is determined according to the Size register. For example, with a 64-MB window, the
CPU address hits[31:26] are replaced with bits[31:26] of the Remap Low register.
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TDM (SLIC/Codec) Address Map (88F6192/88F6281 Only)

Each of these windows also has a 32-bit Remap High register that may be used for 64-bit
addressing on the PCI Express interface. When this register is not set to 0, a CPU address hit in this
window results in the PCI Express master generating a 64-bit addressing transaction.

2.1.2 CPU Address Decoding Errors

When an address decoding error occurs (for example, no hit in any of the address windows, or an
attempt to burst to an internal registers space):

1. Aninterruptis set.
2. Ifitis a write transaction, the data is discarded.

If it is a read, dummy data is driven back to the Sheeva CPU core, with an erroneous data
indication (resulting in a CPU exception).

The SDRAM address decoding windows also supports the write-protection feature. A CPU attempt
to write to a write-protected memory space is discarded and treated as the other address decoding
errors described above.

2.2 TDM (SLIC/Codec) Address Map (88F6192/88F6281
Only)

The TDM (SLIC/codec) interface address map consists of four programmable address windows for
the different interfaces (see Section A.5, Time Division Multiplexing (TDM) Unit Registers,
on page 413).

|§ | | The TDM port is restricted to access only the SDRAM and the PCI Express interfaces.
Setting the TDM port address decoding windows differently results in unpredictable
Note behavior.

2.3 PCI Express Address Decoding

The PCI Express port has its own address map. The PCI Express interface address map consists of
three Base Address registers (BARs) that map the chip address space. One BAR is dedicated for
the chip internal registers space. The other two BARSs are further sub-decoded by six programmable
address windows to the different interfaces of the chip.

The three BARs are 64-bit BARs. The internal registers space has a fixed size of 1 MB. The other
two BARs have corresponding size registers. Each programmable address window can map from a
minimum of 64 KB of address space up to a maximum of 4 GB of address space.

PCI Express address decoding is similar to the CPU address decoding scheme. An address is
considered as window hit if it matches the Base Address register bits. These are the bits not masked
by the Size register.

window overlap.

The PCI Express address decoding scheme restricts the address window to a size
of 2", and to a start address that is aligned to the window size.

EI m Do not program the Base and Size registers so that they result in an address

Note

Each of the two programmable BARs has an enable bit. If the bit is enabled, the BAR can be
configured to couple with one of the address windows. If a BAR is disabled, no address decoding is
performed to it.
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Upon an address hit, the address is further sub-decoded to any of the six address windows that are
configured to the specific BAR. Each of these windows also has Base and Size registers. Based on
this address decoding, the transaction is forwarded to a specific target interface (e.g., SDRAM
controller) with specific transaction attributes (e.g., M_CSJ0]). Table 3 shows a summary of target
units IDs and attributes.

Table 3:  Unit IDs and Attributes—PCI Express

Field Description

Target Unit ID 0x0 = DRAM controller
0x1 = NAND Flash, SPI Flash, or boot ROM
0x2 = Reserved 0x3 = Security accelerator SRAM 0x4 = PCI Express
0x5-0xF = Reserved

Attributes[7:0] If the target is DRAM controller:
e To access M_CSnl[0], set the <Attr> field (bits [7:0]) to OxE.
e To access M_CSn[1], set the <Attr> field (bits [7:0]) to OxD.
« To access M_CSn[2], set the <Attr> field (bits [7:0]) to OxB (88F6281 only).
« To access M_CSnJ[3], set the <Attr> field (bits [7:0]) to Ox7 (88F6281 only).

If the target is the NAND Flash, set the <Attr> field (bits [7:0]) to Ox2F.

If the target device is the SPI Flash, set the <Attr> field (bits [7:0]) to Ox1E.
If the target device is the bootROM, set the <Attr> field (bits [7:0]) to Ox1D.
If the target is PCI Express interface:

» To generate I/O transactions, set the <Attr> field (bits [7:0]) to OXEO.

« To generate memory transactions, set the <Attr> field (bits [7:0]) to OXES.

If the target is the Security Accelerator SRAM, set the <Attr> field (bits [7:0]) to 0x1.

2.3.1 PCI Express-to-Memory Address Remapping
The device supports PCI Express address remapping. Each of the six PCI Express address
windows has an associated Remap register. Upon a hit in one of these windows, the upper bits of
the of the address in that PCI Express Window register, are replaced by the corresponding bits of
the Remap register before being transferred to the target interface. The number of bits to be
replaced is determined according to the Size register.
Each Remap register has an enable bit. If disabled, no remap action takes place, and the original
address is transferred to the destination.
2.3.2 PCI Express Address Decoding Errors
If the device PCI Express port receives a transaction that does not match any of the BARs:
1. Aninterruptis set and the error is registered.
2. The transaction is terminated as an unsupported request.
If the device PCI Express port receives a transaction that hits one of the BARs, but does not match
any of the sub-decoding windows:
1. Aninterruptis set and the error is registered.
2. The transaction is forwarded to a default target, as defined in the PCI Express Default Window
Control Register (Table 263 p. 447).
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| ;I | Set the PCI Express Default Window Control Register to point to a dummy target

Not device, so no destructive operation is performed due to the address decoding error.
ote

SATA Address Decoding (88F619x/88F6281)

The SATA port DMA uses an address decoding logic consisting of four address windows. The
address decoding scheme is the same as the Gigabit Ethernet address decoding logic.

|§ | | The SATA port is restricted to access only the SDRAM and the PCI Express interfaces.
Setting SATA port address decoding windows differently results in unpredictable
Note behavior.

Gigabit Ethernet Address Decoding

The Gigabit Ethernet port address decoding logic consisting of six address windows. Whenever the
port’s SDMA generates a read or a write transaction (for example, fetch descriptor), the address is
compared against these address windows, to determine which interface must be accessed.

The address decoding scheme is the same as for the XOR/DMA logic, with one exception. For an
address miss match, the SDMA transaction is retargeted to a fixed address and to the target
interface, as defined in the Ethernet Unit Default Address (EUDA) Register (Table 403 p. 555).

| ;I | The GbE port is restricted to access only the SDRAM interface. Setting the GbE port

Not address decoding windows differently, results in unpredictable behavior.
ote

USB Address Decoding

Each USB port uses an address decoding logic consisting of four address windows. Whenever one
of the ports generates a read or a write transaction (for example, fetch descriptor), the address is
compared against these address windows, to determine which interface must be accessed.

| ;] | The USB port is restricted to access only the SDRAM interface. Setting the USB port

Not address decoding windows differently results in unpredictable behavior.
ote

Security Accelerator Address Decoding

The Security Accelerator DMA uses an address decoding logic consisting of four address windows.
The address decoding scheme is the same as the Gigabit Ethernet address decoding logic.
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|:: | | The Security accelerator DMA is restricted to access only the SDRAM interface. Setting
the security accelerator DMA address decoding windows differently results in
Note unpredictable behavior.

2.8 XOR Engine Address Decoding

The two XOR engines each contain two XOR/DMA channels for a total of four XOR/DMA channels.
The two XOR engines share a single address decoding logic consisting of eight address windows.
Each of these windows is defined by a Base and a Size register. Each window can map from a
minimum of 64 KB of address space up to a maximum of 4 GB of address space.

Each of the eight windows can be configured to a specific target interface, and to specific transaction
attributes as shown in Table 3. Whenever one of the ports generates a read or a write transaction
(for example, fetch descriptor), the address is compared against these address windows, to
determine which interface must be accessed.

Four of the eight windows also have a Remap High register. Use these registers to generate an
address beyond the standard 4-GB space. This is useful for 64-bit PCI Express addressing.

When a DMA channel attempts to access an unmapped address, an interrupt is set, the error status
is registered, and the channel halts.

|§ | | The XOR ports are restricted to access only the SDRAM and the PCI Express
interfaces. Setting the XOR port address decoding windows differently results in
Note unpredictable behavior.

2.9 TWSI Address Decoding

The device TWSI serial ROM initialization and the TWSI debug port allow for access to the chip’s
internal resources (see the Reset Pins and Configuration section in the Hardware Specifications).

The serial ROM initialization and the debug port access to the chip resources is composed of a
32-bit address followed by 32-bit data. Bit[0] of the transaction address must be set to 0.

2.10 Audio Interface Address Map
(88F6180/88F6192/88F6281 Only)

The Audio interface address map consists of two programmable address windows for the different
interfaces (see Section A.16, Audio Interface Registers, on page 689).

|§ | | The Audio port is restricted to access only the SDRAM and the PCI Express interfaces.
Setting the Audio port address decoding windows differently results in unpredictable
Note behavior.

2.11 SDIO Address Map

The SDIO interface address map consists of four programmable address windows for the different
interfaces (see Section A.17, SDIO Registers, on page 714).
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|:: | | The SDIO port is restricted to access only the SDRAM and the PCI Express interfaces.
Setting the SDIO port address decoding windows differently results in unpredictable
Note behavior.

2.12 Transport Stream (TS) Address Map
(88F6192/88F6281 Only)

The TS interface address map consists of four programmable address windows for the different
interfaces (see Section A.18, Transport Stream (TS) Registers, on page 744).

m  The TS port is restricted to access only the SDRAM and the PCI Express
| ;| | interfaces. Setting the TS port address decoding windows differently results in
unpredictable behavior.

m  The SDRAM access from TS unit must not cross 32-byte boundary.

2.13 Default Address Map

Table 4 lists the default target address map for the device, including each target interface address ID
and attribute value.

Note

Table 4: Device Default Address Map

Target Interface Target Target Address Address Range in
Interface ID Interface Space Hexadecimal
Attribute Size
DDR SDRAM CSO 0 Ox0E 256 MB 0000.0000—-0FFF.FFFF
DDR SDRAM CS1 0 0x0D 256 MB 1000.0000-1FFF.FFFF
DDR SDRAM CS2 0 0x0B 256 MB 2000.0000-2FFF.FFFF
DDR SDRAM CS3 0 0x07 256 MB 3000.0000-3FFF.FFFF
Reserved - 4000.0000-7FFF.FFFF
PCI Express Memory 4 OXE8 512 MB 8000.0000-9FFF.FFFF
Reserved 512 MB A000.0000-BFFF.FFFF
PCI Express I/0 4 OxEO 64 KB C000.0000—C000.FFFF
Reserved - C001.0000—CO001.FFFF
Reserved - C002.0000-C800.FFFF
Security Accelerator Internal SRAM 3 0x00 64 KB C801.0000-C801.FFFF
Memory NOTE: Only 2-KB
NOTE: There is no access to the SRAM is
Security Accelerator Internal implemented.

SRAM Memory from the PCI
Express interface.
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Table 4. Device Default Address Map (Continued)

Target Interface Target Target Address Address Range in

Interface ID Interface Space Hexadecimal
Attribute Size

Reserved - C802.0000-CFFF.FFFF

Internal Address Space?! 1MB D000.0000-DOO0F.FFFF

Reserved - D010.0000-D7FF.FFFF

NAND Flash 1 0x2F 128 MB D800.0000-DFFF.FFFF

Reserved - E000.0000-E7FF.FFFF

SPI Serial Flash 1 Ox1E 128 MB E800.0000-EFFF.FFFF

BootROM 1 0x1D - F000.0000-F7FF.FFFF

Boot device?(set by bootstrap): 1 Set by bootstrap: = 128 MB F800.0000-FFFF.FFFF

* NAND flash 2F or

* SPI Serial flash 1E or

* BootROM 1D

1. For the device Internal Address Map, see Table 88, Device Internal Registers Address Map, on page 354.

2. The actual default is determined by the selected boot option (see the Boot Mode in the Reset Configuration table in the
Hardware Specifications).
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3 Sheeva™ CPU Core

The device uses the Marvell® Sheeva™ 88SV131 CPU core, compliant with the ARMV5TE
architecture. This Sheeva CPU core’ integrates a 256-KB L2 cache.

For full details and specifications about the Sheeva CPU core refer to the following documents:

m  Sheeva™ 88SV131 ARM v5TE Processor Core with MMU and L1/L2 Cache Datasheet
(Doc No. MV-S104950-00)

m  Unified Layer 2 (L2) Cache for Sheeva™ CPU Cores Addendum (Doc. No. MV-S104858-00).

1. In this document, the Sheeva™ 88SV131 CPU core is often referred to as the CPU.
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4 DDR SDRAM Controller

The device integrates an DDR SDRAM (Double Data Rate-Synchronous DRAM) controller that
supports up to four DRAM banks (four DRAM chip selects). It incorporates an 18-bit address bus
(M_A[14:0] and M_BA[2:0]) and a 16-bit data bus (M_DQ[15:0]).

The device supports 256 Mb, 512 Mb, 1 Gb, and 2 Gb DDR2 SDRAM devices, with up to 2 GB total
address space.

The DRAM can be accessed from any of the device interfaces. The DRAM controller supports up to
a 128-byte burst per single transaction from the Mbus port and up to a 32-byte burst from the
Mbus-L port. It supports DRAM bank interleaving, as well as open pages (up to eight pages per chip
select). Typically, this is useful on long DMA bursts to/from the DRAM.

The following optional DDR2 features are not supported:

Additive latency

Separate read and write DQS (RDQS signal)

Off Chip Driver (OCD) Impedance Adjustment

Power Down mode

Burst Length (B)L 8

Frequency change during self refresh

4.1 SDRAM Controller Implementation

The DRAM controller receives read and write requests from any of the chip units through the device
Mbus fabric, or from the CPU via Mbus-L path, and translates these requests to DDR SDRAM
transactions.

The SDRAM controller contains a transaction queue, read and write buffers. It can absorb up to four
transactions of 128 byte each, in its buffers.

Transactions from the Mbus are pushed into the transaction queue. The SDRAM controller
arbitrates between the transaction from the top of the queue and transactions received from the
CPU Mbus-L path. It drives part of the address bits of the selected transaction on M_A[14:0] and
M_BA[2:0] during the activate cycle (M_RASn), and the remaining bits during the command cycle
(M_CASN).

41.1 Write Data Path

For a write transaction, write data coming from the requesting unit is placed in the write buffer. Use
of the write buffer is required to compensate for the data-rate differences between the received write
data rate (running at core clock domain) and the rate that it is driven to the DRAM (DRAM clock
domain, double data rate).

The SDRAM interface write data path is 32b wide. Write data received from the 64b-wide Mbus is
unpacked to 32b, and driven on the 16b SDRAM interface at double data rate.

4.1.2 Read Data Path

For a read transaction, after the command cycle (M_CASn), the SDRAM controller samples read
data driven by the DRAM (sample window depends on the CAS Latency (CL) parameter), pushes
the data into the read buffer, and drives it back to the requesting unit. Use of the read buffer is
required to compensate for the data rate differences between the received read data from the DRAM
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4.2

DDR SDRAM Controller
DDR SDRAM Addressing

(running at DRAM clock domain, double data rate) and data rate of the requesting unit (core clock
domain). It is also used for temporary storage of read data, when the originator unit can not absorb
this data.

For a CPU read from the DRAM, read data is not pushed to the read buffer. It goes directly to the
CPU bus interface unit via a 64-bit wide Mbus-L path. This minimizes read latency.

The SDRAM interface read data path is 32 bits wide. Read data received from the 16b SDRAM
interface at double data rate is packed to the 64b-wide Mbus. Similarly, for CPU reads, read data
received from DRAM is packed to the 64b-wide Mbus-L.

Arbitration and Ordering

Transactions coming from the device Mbus fabric are pushed into a transaction queue. The SDRAM
controller arbitrates between the transaction at the top of the queue and transactions coming from
CPU Mbus-L path, always giving priority to the CPU.

While serving one transaction, the arbiter selects the next transaction to be served (from CPU or
from Mbus). When the next transaction is targeted to a different SDRAM bank, the SDRAM
controller utilizes its SDRAM bank interleaving capability (see Section 4.5, SDRAM Bank
Interleaving, on page 48). When the next transaction is targeted to the same page, in the same
bank, the SDRAM controller utilizes its open pages capability (see Section 4.6, SDRAM Open
Pages, on page 49)

The SDRAM controller transaction queue maintains transaction ordering between the source unit
over the device Mbus and the DRAM (no transactions re-ordering).

When receiving a CPU-to-DRAM transaction over the Mbus-L path, the SDRAM controller performs
an address lookup, against pending Mbus write transactions to the DRAM. When an address match
occurs, the CPU transaction is postponed until the matched Mbus transaction is forwarded to the
DRAM. This lookup mechanism guarantees proper producer-consumer operation.

The CPU also supports LOCK transactions. Upon receiving a LOCK transaction on the Mbus-L path,
the SDRAM controller blocks any pending Mbus transaction, until LOCK de-assertion occurs.

DDR SDRAM Addressing

The device supports 256-Mb, 512-Mb, 1-Gb, and 2-Gb DDR2 SDRAM devices. The different DRAM
devices differ in the usage of M_A[14:0] and M_BA[2:0] lines, as shown in Table 5.

Table 5: DDR2 DRAM Addressing

DRAM Type Bank Address Row Address Column Address Auto Precharge
256 Mb | 32Mx8 M_BA[1:0] M_A[12:0] M_A[9:0] M_A[10]
16Mx16 M_BA[1:0] M_A[12:0] M_A[8:0] M_A[10]
512Mb  64Mx8 M_BA[1:0] M_A[13:0] M_A[9:0] M_A[10]
32Mx16 M_BA[1:0] M_A[12:0] M_A[9:0] M_A[10]
1Gb 128Mx8 M_BA[2:0] M_A[13:0] M_A[9:0] M_A[10]
64Mx16 M_BA[2:0] M_A[12:0] M_A[9:0] M_A[10]
2Gb 256Mx8 M_BA[2:0] M_A[14:0] M_A[9:0] M_A[10]
128Mx16 = M_BA[2:0] M_A[13:0] M_A[9:0] M_A[10]
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| §| | m  The Bank Address is the same in both RAS and CAS cycles.

Note m  An auto-precharge indication, during the CAS cycle, is driven on M_A[10].

The SDRAM controller supports up to four SDRAM physical banks (four SDRAM chip selects). The
total SDRAM bank address space is determined by the nature of the DDR SDRAM devices. For
example, when using 512 Mb x8 devices (64Mx8), the bank, built up of eight such devices (a 64b
SDRAM interface), has a 512-MB address space.

4.2.1 DDR SDRAM Address Multiplex
The <CSxAddrSel> fields in the SDRAM Address Control Register (Table 172 p. 398) define how
the address bits driven by the requesting unit to the SDRAM controller are translated to row and
column address bits on M_DA[14:0] and M_BA[2:0].
The row and column address translation is different for 256-Mb, 512-Mb, 1-Gb, or 2-Gb SDRAM
densities, as well as for x8 or x16 SDRAM organization (see Table 6 and Table 7).
Table 6: Address Multiplex for 16b Interface, AddrSel =0
SDRAM M_BA[2:0] Row M_A[14:0] Column M_A[14:0]
Configuration
256 Mb 32Mx8 12:11 25:13 10:1
16Mx16 12:11 24:13,10 9:1
512 Mb 64Mx8 12:11 26:13 10:1
32Mx16 12:11 25:13 10:1
1Gb 128Mx8 13:11 27:14 10:1
64Mx16 13:11 26:14 10:1
2Gb 256Mx8 13:11 28:14 10:1
128Mx16 13:11 27:14 10:1
Table 7:  Address Multiplex for 16b Interface, AddrSel = 1
DRAM Configuration M_BA[2:0] Row M_A[14:0] Column M_A[14:0]
256 Mb 32Mx8 25:24 2311 10:1
16Mx16 24:23 22:10 91
512 Mb 64Mx8 26:25 24:11 10:1
32Mx16 25:24 23:11 10:1
1Gb 128Mx8 27:25 24:11 10:1
64Mx16 26:24 2311 10:1
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Table 7:  Address Multiplex for 16b Interface, AddrSel =1 (Continued)

DRAM Configuration M_BA[2:0] Row M_A[14:0] Column M_A[14:0]
2Gb 256Mx8 28:26 25:11 10:1
128Mx16 27:25 24:11 10:1

By default, all four physical banks (M_CSn[3:0]) must be populated with the same DRAM devices
(the same density and configuration). However, the device also supports having a different DRAM
configuration for each of M_CSn[3:0]. This is especially useful for systems that support memory
expansion.

SDRAM Timing Parameters

The SDRAM controller supports a wide range of SDRAM timing parameters. These parameters can
be configured through the following registers:

m  SDRAM Timing (Low) Register (Table 170 p. 397)
= SDRAM Timing (High) Register (Table 171 p. 397)
= SDRAM Mode Register (Table 175 p. 401)

| ;] | The DRAM controller does not support different timing parameters for each physical

bank.
Note

Table 8: SDRAM Timing Parameters

SDRAM Timing Description
Parameters
CAS Latency (CL) The number of cycles from M_CASn assertion to the sampling of the first read data.

The SDRAM controller supports a CL of 3, 4, 5, 6, or 7 cycles.

RAS Precharge (Trp) The minimum number of cycles from precharge to a new activate cycle, in the same
SDRAM bank.

M_RASn to M_CASn (Trcd) = The minimum number of cycles between activate cycle and command cycle, in the same
SDRAM bank.

Row Active Time (Tras) The minimum number of cycles between activate cycle and precharge cycle, in the same
SDRAM bank.

Write to Precharge (Twr) The minimum number of cycles between a write command and precharge, in the same
SDRAM bank.

Write to Read (Twitr) The minimum number of cycles between a write command and a read command in the

same SDRAM device

Active to Active (Trrd) The minimum number of cycles between activate bank A and activate bank B (in the same

SDRAM device)

Refresh Command (Trfc) The minimum number of cycles between a refresh command and a new activate command
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Table 8: SDRAM Timing Parameters

SDRAM Timing Description
Parameters
Read to Read (Tr2r) The minimum number of cycles between consecutive read commands to different devices.

This is not part of the JEDEC specification. This is used to prevent contention between
consecutive reads to different SDRAM devices (different chip selects).
The SDRAM controller supports Tr2r of 1 or 2 cycles.

Read to Write and Write to The minimum number of cycles between a read command and a write command. This is

Read (Tr2w_w2r)

4.4

4.4.1

4.5

Doc. No. MV-S104860-

Page 48

not part of the JEDEC specification. This is used to prevent contention between
consecutive read after write or write after read commands.
The SDRAM controller supports Tr2w_w2r of 1 or 2 cycles.

DRAM Burst

A DDR SDRAM device can be configured to different burst lengths (BL) and burst ordering. The
device SDRAM controller only supports a BL setting of four, and linear wraparound burst type (<BT>
field in the SDRAM Mode Register (Table 175 p. 401) must be set to 0).

A single DRAM access request in the device SDRAM controller can vary from a single byte up to a
128-byte burst (a burst of 64 16-bit words). The SDRAM controller drives the SDRAM address and
control signals accordingly, concatenating multiple BL accesses as a one, long burst.

Even when the required DRAM access is not a full multiple of the DRAM burst lengths, the SDRAM
controller always completes the burst to the next BL boundary. In a write transaction, the controller
masks the redundant cycles with a data mask.

Burst Chop Support

The CPU maximum transaction size is 32B (cache line) while an Mbus request can be as long as
128B. This fact represents a fairness issue on the CPU versus Mbus arbitration scheme. Since the
CPU read access is latency-sensitive, waiting for an entire 128B Mbus transaction to complete
before serving a CPU read request can result in a CPU performance penalty.

To resolve this conflict, the SDRAM controller supports a burst-chop feature, where the SDRAM
controller splits every Mbus transaction on the 32B boundaries (A 128B transaction is split into four
32B transactions). If the SDRAM controller receives a CPU request while in the middle of serving an
Mbus transaction, it forwards the CPU transaction in between the 32B segments of the Mbus
transaction.

| ;I | The burst-chop feature does not introduce any performance penalty on the Mbus

Not transactions, as long as there is no CPU transaction interference.
ote

SDRAM Bank Interleaving

The device supports both physical bank (M_CSn[3:0]) interleaving and virtual bank (M_BA[2:0])
interleaving.

Interleaving provides higher system performance by hiding a new transaction’s active cycles during
a previous transaction’s data cycles. This technique gains maximum utilization of the SDRAM-bus
bandwidth.

The SDRAM controller performs bank interleaving between the current active transaction and the
next transaction to be executed, if it is targeted to a different bank.
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Proper selection of SDRAM address multiplexing, via the SDRAM Address Control Register
(Table 172 p. 398), can sometimes increase the probability of virtual bank interleaving.

4.6 SDRAM Open Pages

It is possible to configure the device SDRAM controller to keep SDRAM pages open, using the
SDRAM Open Pages Control Register (Table 173 p. 400). It supports up to 32 open pages (one
page per each virtual bank).

When a page is kept open at the end of a burst (no precharge cycle), and if the next cycle to the

same virtual bank hits the same page (same row address), there is no need for a new activate cycle.

This is typically useful for large DMA transfers to/from the SDRAM. Once a page is open, it is kept

open until one of the following events occur:

m  There is an access to the same bank but to a different row address. The SDRAM controller
performs a precharge (closes the page) and opens a new one (the new row address).

m  The refresh counter expires. The SDRAM controller closes all open pages and performs a
refresh to all banks.

4.7 SDRAM Refresh

The device implements standard CAS before RAS refreshing.

The refresh rate for all banks is determined according to the 14-bit Refresh value in the SDRAM
Configuration Register (Table 168 p. 393). For example, when the value of <Refresh> is 0x200, if
the M_CLK_OUT frequency is 166 MHz (a 6-ns cycle), a refresh sequence occurs every 3.072 us.

Every time the refresh counter reaches its terminal count, a refresh request is sent to the SDRAM
controller. The refresh request has a higher priority than any other SDRAM access request. As soon
as the current outstanding SDRAM transactions complete, the SDRAM controller precharges all
banks (both the ones that are opened, and those that are not open), and performs an auto-refresh
command to all SDRAM banks.

4.8 SDRAM Initialization

The SDRAM controller starts the DDR SDRAM initialization sequence as soon as the <InitEn> field
in the SDRAM Initialization Control Register (Table 184 p. 407) is set to 1. The software must
initialize the DDR SDRAM Control registers prior setting this field.

The <InitEn> can be set only once by the CPU. To change the SDRAM mode and SDRAM extended
mode values after initialization has finished, see Section 4.9, SDRAM Operation Register .

The SDRAM controller postpones any attempt to access the SDRAM before the initialization
sequence completes. It is recommended that the CPU set the <Cmd> field in the SDRAM Operation
Register (Table 174 p. 400) to the NOP command, and perform read polling until the register returns
to a normal operation value.

The DDR SDRAM specification requires at least 200 us of stable clock after SDRAM power up,
before starting the initialization. Since the SDRAM controller starts driving valid clock to the SDRAM
only upon reset de-assertion, do not activate initialization earlier than 200 us after reset
de-assertion.

The SDRAM initialization sequence consists of the following steps:

1. Precharge to all SDRAM banks (all four physical banks).

2. Issue the EMRS2 (EMRS = Extended Mode Register Set) command based on the Extended
DRAM Mode 2 Register (Table 185 p. 407) value.

3. Issue the EMRS3 command based on the Extended DRAM Mode 3 Register (Table 186 p. 407)
value.
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4. Issue the EMRS command based on the Extended DRAM Mode Register (Table 176 p. 402)
value, to enable the SDRAM DLL.

5. Issue MRS (Mode Register Set) command based on the SDRAM Mode Register
(Table 175 p. 401) value, with the <DLLRst> activated.

Wait 200 cycles.

Precharge all banks.

Generate two auto-refresh cycles.

Issue the MRS command based on the SDRAM Mode Register value, and with the <DLLRst>
de-activated.

10. Issue the EMRS command with the <OCD> field in the Extended DRAM Mode Register
(Table 176 p. 402) set to 1111 (OCD Calibration Default), followed by another EMRS command
with the <OCD> field set to 000 (OCD Calibration Exit).

4.9 SDRAM Operation Register

In addition to the normal SDRAM operation mode, the SDRAM controller also supports special
SDRAM commands through the SDRAM Operation Register (Table 174 p. 400). These operations
include:

= Normal SDRAM Mode (default mode)

NOP Commands

Precharge All Banks

SDRAM Mode Register Setting (MRS)

SDRAM Extended Mode Register Setting (EMRS)

EMRS2

EMRS3

Force a Refresh Cycle

m  Enter Self Refresh

The register contains four command type bits. Once the CPU changes the register default to one of
the command types, the SDRAM controller executes the required command, resets the register

back to the default value, and returns to normal operation. The CPU must poll this register to identify
when the SDRAM controller has returned to normal operation mode.

When using DDR SDRAM DIMMs, the SDRAM parameters are recorded in the DIMM Serial
Presence Detect (SPD) serial ROM. The CPU can read the SPD via the device TWSI interface and
program the SDRAM parameters accordingly, using the Load Mode register command.

© © N

The CPU must not attempt to change the SDRAM Mode Register (Table 175 p. 401) setting prior to
SDRAM controller completion of the SDRAM initialization sequence. To guarantee this restriction, it
is recommended that the CPU set the SDRAM Operation Register (Table 174 p. 400) to the NOP
command, perform read polling until the register has returned to a normal operation value, and then
set SDRAM Mode Register to its new value.

4.10 SDRAM Self Refresh Mode

The SDRAM controller also supports SDRAM Self Refresh mode. This feature is useful for two
applications:

= Power saving

m  Battery backup (in case of power failure)

The SDRAM controller puts the SDRAM in Self Refresh mode by generating a refresh cycle with

M_CKEXx driven low. When exiting self refresh, it drives M_CKEXx high, and waits for 200 cycles,
before generating any new transaction to SDRAM.
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The SDRAM controller supports these two applications a bit differently:

m  For power saving set the <SRMode> to 1. Normal operation resumes after any new SDRAM
access request.

m  For battery backup, set the <SRMode> field in the SDRAM Configuration Register (Table 168
p. 394) to 0 (Entered Self Refresh mode). Once in Self Refresh mode, the SDRAM can no
longer be accessed and only returns to normal operation after power on reset.

support the separate placement of each physical bank into self refresh. If the board
topology does not require the use of all of these signals, it is possible to only use some
of the signals.

EI There are four CKE signals (M_CKE[3:0]) that behave the same. The device does not

Note

During self refresh, all of the SDRAM signals (excluding M_CLK_OUT, M_CKE, and
M_STARTBURST) are floated. This significantly reduces the power consumption. If the <SRClk>
field in the DDR Controller Control (Low) Register (Table 169 p. 394) is set to 1, the device also
stops driving M_CLK_OUT and M_CLK_OUTn when SDRAM is in Self Refresh mode.

The SDRAM controller keeps M_CKE low from power up until the software triggers the initialization
sequence.

When the SDRAM controller wakes up from reset, it does recognize that the SDRAM is in Self
Refresh mode. It starts an initialization sequence, as if it was a normal power up. This initialization
sequence has no effect on the SDRAM content.

Power Saving Mode

To place the SDRAM into self refresh set the <Cmd> field in the SDRAM Operation Register
(Table 174 p. 400) to 0x7. The SDRAM controller waits for 256 cycles and then generates a self
refresh command to SDRAM, and clears the SDRAM Operation register.

If there are new pending transactions to SDRAM, the SDRAM controller sets the M_CKE signals
and waits 200 cycles before generating a new transaction to SDRAM.

read/write access. Attempts to access the SDRAM with one of the operation commands
(for example, the MRS command), while in Self Refresh mode, results in a system
hang.

EI The SDRAM controller exits the Self Refresh mode only as a result of a SDRAM

Note

Battery Backup Mode

In some applications, data loss is unacceptable and a battery-backup mechanism is implemented. In
case the system detects a power failure, the SDRAM enters Self Refresh mode, just before power
goes down, and the SDRAM is kept “alive” via the battery backup. This means the SDRAM content
is not lost. It is available for re-use when power is restored.

The device does not tolerate powering of the I/O without powering the core. Since the SDRAM
power is driven from the battery during battery backup, the board must have separate power planes
to the SDRAM and to the device VDD_M.

To implement battery backup, follow these steps:

1. When the external logic detects a power failure, it interrupts the CPU. The logic can use the
device GPIO interrupts to perform this function.

2. The CPU interrupt handler sets the <Cmd> field in the SDRAM Operation Register (Table 174
p. 400) to 0x7.
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3. The SDRAM controller waits for 256 cycles and generates a Self Refresh command to the
SDRAM. This stops the SDRAM controller. It does not serve any pending SDRAM transactions.

| ;I | The CPU may notify the external hardware, via a GPIO pin, that it has placed the

SDRAM in Battery Backup mode.
Note

4. When the external logic turns the device power off, it must keep M_CKEO/1 driven LOW. This
keeps the SDRAM in Self Refresh mode while powered by the battery.

5.  When the power is restored, the external logic stops driving the M_CKE signals.

6. The device SDRAM controller drives any idle commands as long as SYSRSTn is asserted, and
commences the SDRAM initialization sequence when reset is de-asserted. The initialization
starts when the CPU enables the <InitEn> field in the SDRAM Initialization Control Register
(Table 184 p. 407).

4.11 Heavy Load Support

When using multiple physical banks, the address and control signals are heavily loaded, and may be
unable to meet the SDRAM AC timing requirements. By configuring one of the registers described
below, the address/control signals are buffered and this AC timing issue is resolved.

m  When using registers, all address and control signals (M_A[14:0], M_BA[2:0], M_RASN,
M_CASn, M_WEn, M_CSn[3:0], and M_CKE) arrive at the SDRAM device one cycle after they
are driven by the SDRAM controller. Also read data arrives back at the SDRAM controller one
cycle later.

To enable this mode, set the <RegDIMM> field in the SDRAM Configuration Register (Table 168
p. 393).

m  An alternative solution for the heavy load configuration is using 2T mode. In this mode, all
address/control signals except for M_CSn[3:0] are asserted for two cycles, instead of one cycle.
The SDRAM protocol is still maintained, since all of the signals are qualified with M_CSn[3:0]
signals. These signals are still asserted for only one cycle. This operation results in an easing of
the timing requirement on the address/control signals.

To enable this mode, set the <2T> field in the DDR Controller Control (Low) Register (Table 169
p. 394).

4.12 SDRAM Clocking

The CPU Bus Interface Unit (BIU) and the SDRAM run from the same clock source (HCLK). HCLK is
derived from the same PLL that also generates the CPU core clock (CPU_CLK). The clocks are
edge aligned, and the entire CPU to SDRAM path runs synchronously, resulting in very low latency.

As described, the device—besides the CPU and SDRAM interfaces—runs at a different clock
domain (TCLK). Any request for SDRAM access from other units over the device Mbus passes
through synchronization logic.

4.13 SDRAM Address/Data Drive

The SDRAM clock is driven by the device M_CLK_OUT/M_CLK_OUTn differential pair. All SDRAM
address and control signals driven by the device (single data rate signals) are coupled to the rising
or to the falling edge of this clock. The clock edge is configured by the <CtrlPos> field in the DDR
Controller Control (Low) Register (Table 169 p. 395).
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|:: | | Typically, address and control signals should be driven with the rising edge of
M_CLK_OUT. However, under certain board topology and SDRAM load, there may be
Note a hold time problem on these signals. Then, use the falling edge setting (0).

The front-end logic of the SDRAM controller is responsible for correctly driving the double data rate
data with the M_DQS signals, as well as unpacking the data from 32-bit SDR to 16-bit DDR.

During a write transaction, 32-bit wide data is pulled out of the write buffer and driven as 16-bit DDR
on the bus. The first 16 bits are driven with rising edge of M_CLK_OUT and the second 16 bits are
driven with the falling edge of M_CLK_OUT. The SDRAM controller drives DQS (data strobe) along
with the data. The DDR SDRAM specification requires very accurate DQS timing in respect to the
SDRAM clock. The SDRAM controller uses a Fine Tune DLL (FTDLL) and a delay line to achieve
the correct timing (shift DQ by ¥4 cycle).

SDRAM Read Data Sample

The front-end logic of the SDRAM controller is responsible for correct sampling of the double data
rate data with M_DQS signals, as well as the packing of data from 16-bit DDR to 32-bit SDR. A
16-bit DDR read data is latched via the received DQS (shifted by ¥ cycle, via the delay line). The
first 16-bits are sampled with the rising edge of DQS, and the next 64-bits with the falling edge of
DQS.

To meet the DDR SDRAM AC specification, packed 32-bit read data cannot simply be sampled with
the internal SDRAM controller clock. The exact sample point depends on class latency, silicon
process, and board topology. The controller drives a M_STARTBURSTN signal, as an envelope of
the read data phase. Route this signal on the board all the way to the SDRAM, and back to the
controller as M_STARTBURST_INn feedback. This signal is used as a reference for proper data
sample.

The assertion point of M_STARTBURST is controlled by the <SBOutDel> field in the DDR Controller
Control (Low) Register (Table 169 p. 396). The default setting of this field should be according to
Table 9.

Table 9: M_STARTBURST Output Assertion Point Configuration

SDRAM Topology CL=3 CL=4 CL=5 CL=6 CL=7
Unbuffered 0x1 0x3 0x5 0x7 0x9
Registered 0x3 0x5 0x7 0x9 0xB

The sampling point of the read data arriving from the SDRAM is determined by the <SBInDel> field
in the DDR Controller Control (Low) Register (Table 169 p. 396).

DDR2 On Die Termination (ODT)

The DDR2 supports dynamic turn ON and OFF termination resistors within the SDRAM I/O buffers,
as well as within the SDRAM controller I/O buffers. Figure 5 shows a schematic of a DDR2 1/0
buffer.
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Figure 5: DDR2 I/O Buffer
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The R nominal value is configurable to one of these values: 300, 150, or 100 ohm. This results in Rtt
(R/2) of: 150, 75, or 50 ohm, respectively.

The SDRAM controller has two ODT signals in the 88F619x and 88F6281 devices (M_ODT[1:0])
and one ODT signal in the 88F6180 (M_ODT). There is an additional ODT signal internal to the
device that controls the termination inside the chip I/O buffers. The ODT signals can dynamically
turn the SDRAM termination ON and OFF. This is useful for maintaining proper signal integrity, with
minimum reflection on the lines, without requiring any external termination resistors.

The device supports ODT at each of the Rtt values—150, 75, or 50 ohm—on both the SDRAM /O
buffers and the device I/O buffers.

As defined in the JEDEC specification, ODT applies only to the DM, DQ, and DQS

Not signals. External termination is still required on the address/control signals.
ote

The the termination value during ODT operation or disabling of termination is controlled by the
following fields in the Extended DRAM Mode Register (Table 176 p. 402):

m  <Rtt[0]>

= <Rtt[1]>

Typically, when driving a signal and eliminating reflection, place a termination resistor at the end of
the line. When the device drives data on the DQ lines (write transactions), it is advisable to turn ON
termination on the SDRAM. On the other hand, when the SDRAM drives DQ signals (read
transactions), it is required to turn ON the termination inside the device 1/O buffer.

In a multiple-SDRAM bank environment, termination topology is more complex, and requires some
board simulation. The device SDRAM controller provides full flexibility to select which of the four
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SDRAM banks terminations to turn ON or OFF, for any read or write transaction to any of the four
banks.
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Time Division Multiplexing (TDM) Unit
(88F6192 and 88F6281 Only)

The 88F6192 and 88F6281 devices integrate a Time Division Multiplexing (TDM) Unit that is used
for interfacing with external SLIC (Subscriber Line Interface Circuit)/SLAC (Subscriber Line
Audio-processing Circuit)/codec devices, as shown in Figure 6. This interface is useful for VolP
(Voice over IP) applications.

Figure 6: SLIC/Codec Connection Example

The main features of the TDM unit are:

Two voice channels (interfaces two SLIC devices)
TDM interface with up to 128 full-duplex time slots; selectable time slot per each SLIC device
SPI interface for SLIC/SLAC registers read/write access
Support for various bit clock rates (256 kHz to 8.192 MHz in increments by powers of two).
TDM as master or slave of frame sync and PCM (Pulse-Code Modulation) clock

Support for compound (A-law/U-law) or linear voice samples
Support for wideband voice channels

Support for various flavors of PCM (short and long frame synchronization, inverted frame

Tip ,
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¢ PCM
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: 1P : |
- Line-feed .
H Ring circuitry Codlecl
[
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synchronization, positive-edge/negative-edge PCM data drive/sample and others)

Functional Description

The TDM interface defines up to 128 full-duplex time slots (at 8.192 MHz PCM clock).
The TDM interface provides two independent transmit and two receive channels internally, via a
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Time Division Multiplexing (TDM) Unit (88F6192 and 88F6281 Only)

Functional Description

tightly integrated DMA engine (see Figure 7). These channels can be mapped onto one of the 128
(maximum) time slots contained in a frame, as defined in the control registers. CPU intervention is
required only for overflow/underflow management and timely, buffer management.

The TDM interface supports the following functionality:

m  PCM bus interface for telephony SLIC/SLAC/codec devices

Figure 7: TDM Unit Block Diagram
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DMA operation to move data between the PCM bus and memory
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The size and location of the buffers are programmable through the registers. If the DMA engine fails
to service the requirements of the TDM interface in a timely fashion (due to increased internal bus
latencies), an underflow/overflow occurs, and the TDM interface generates a CPU interrupt and
signals the error via the Interrupt Status Register (Table 219 p. 427) (ISR). The channel in which the
error occurs is then switched off. In cases of Tx underflow, the TDM sends 0’s on a programmed
time slot. In cases of Rx overflow, it discards incoming data from the programmed time slot.
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The TDM interface signals are provided in Table 10.

Table 10: Time Division Multiplexing (TDM) Interface Signals

Pin Name
TDM_CHO_TX_QL
TDM_CH2_TX_QL
TDM_CHO_RX_QL
TDM_CH2_RX_QL
TDM_CODEC_INTn
TDM_CODEC_RSTn
TDM_PCLK
TDM_FS
TDM_DRX
TDM_DTX
TDM_SPI_CS[1:0]

TDM_SPI_SCK

TDM_SPI_MOSI

TDM_SPI_MISO

Description

TDM Channel0 Transmit Qualifier
TDM Channel2 Transmit Qualifier
TDM Channel0 Receive Qualifier
TDM Channel2 Receive Qualifier
Interrupt Signal FROM the SLIC/codec
SLIC/codec Reset Signal

PCM Audio Bit Clock

TDM Frame Sync Signal

PCM Audio Input Data (for recording)
PCM Audio Output Data (for playback)

Active low SPI chip selects driven by the host to the codec for register access. Always
asserted for eight SCLK cycles at a time. Only Byte-by-Byte mode codec register
read/write is supported.

Serial SPI clock from the host to the codec for register access.

This is an RTO (return to one) clock. It toggles for eight cycles at a time (for 1 byte
transfer) during codec register access, then it returns to high.

The host drives write data on TDM_SPI_MOSI on the negative edge of TDM_SPI_SCK,
and captures read data from the codec on the positive edge of TDM_SPI_SCK.

Serial SPI data from the host to the codec for register access.

When TDM_SPI_CS[1:0] is asserted low, the data is driven from the host on the
negative edge of TDM_SPI_SCK. It is always driven for eight TDM_SPI_SCK cycles at
a time.

In a byte, the data can be driven MSB or LSB first.

Serial SPI read data from the codec to the host for register access.

When TDM_SPI_CS is asserted low, this data is driven from codec on negative edge of
TDM_SPI_SCK. It is always driven for eight TDM_SPI_SCK cycles at a time. The codec
drives data on this line only for a read operation, when it receives the command and
address in previous bytes from the host on TDM_SPI_MOSI

In a byte, the data can be driven MSB or LSB first.

| ;] | These pins are multiplexed on the device bus and MPP pins. For further information,

Note

see the Pin Multiplexing section in the respective device Hardware Specifications.

The Frame Sync (FS) is generated (or sampled) indicating the start of the time slot. The time slot
corresponds to one sample of 1 byte (A-law or U-law encoded) or 2 bytes (linear encoded). For

2 bytes, each sample occupies two adjacent time slots. In transmit operation, the data is driven out
to the codec on the Data Tx (DTX) line. The TDM can drive data on the positive edge or negative
edge of PCLK. The TDM can be the master of FS and PCLK (it drives both of these) or it can be the
slave. As a slave, it receives PCLK and FS from an outside master.
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Time Division Multiplexing (TDM) Unit (88F6192 and 88F6281 Only)
TDM Protocol Specification

5.2 TDM Protocol Specification

The TDM interface defines time slots for PCM data transmit and receive. The start of the time slot is
indicated by an FS. The time slot consists of 8 PCM clocks (PCLK). The FS is always asserted at an
interval of 125 us, which corresponds to a frequency of 8 kHz. In each FS, one sample of PCM data
is received and transmitted.

The FS indicates the start of the Time Slot 0, as shown in the Figure 8.

m  Data Rx: The codec drives the Data Rx (DRX) line on the positive edge of the PCLK, and the
TDM captures on the negative edge of the PCLK. In receive operations, the data is received
from the codec on the DRX line serially, in MSB first order.

m  Data Tx: The TDM drives data on the positive or negative edge of PCLK on the DTX line. The
codec captures data on the negative edge of the PCLK. In transmit operations, the data is
driven out to the codec on DTX serially, in MSB first order.

Figure 8: TDM Operation Time Slot 0
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[ Driving edge

i Capture edge

TDM also supports Wideband mode, in which two PCM samples are transmitted and received in one
frame sync (125 us) from TDM to codec and vice-versa. The wideband codec is used for enhanced
voice quality in VoIP networks. The voice quality is improved because the effective sampling rate
becomes 16 kHz (instead of the 8 kHz rate in the standard Narrowband mode). The second sample
is sent in a time slot that is 62.5 ps from the first time slot, as shown in Figure 9, TDM Wideband
Mode Operation, on page 60.
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Figure 9: TDM Wideband Mode Operation
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The TDM drives data on the positive or negative edge of PCLK on the DTX line. The FS can be
short, long, inverted, and driven on the positive or negative edge of PCLK, depending upon the
programmed value.

The TDM also supports the generation of four qualifier signals (two per channel) for receive and
transmit, as shown in Figure 8, TDM Operation Time Slot 0, on page 59. The qualifiers are used as
data enable for codecs that do not have programmable time slots. These qualifiers can be
programmed active for either:
m One PCLK, indicating the MSB for that time slot (Typel)

or

m  The full duration of the time slot (Type0)

5.2.1 Tx Data Flow
EI The term CHx in the following sections stands for CHO or CH1 (Channel 0 or Channel 1).
Note
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Time Division Multiplexing (TDM) Unit (88F6192 and 88F6281 Only)
TDM Protocol Specification

The TDM supports two channels for Tx operation. Both channels are independent of one another,
and each channel has a separate set of control and configuration registers.

The sequence for sending PCM data from the TDM to the codec is:

1. Firmware processes the incoming data from the IP network and creates a sample buffer in
memory (typically a 10-ms sample buffer). The sample size must be in multiples of 4 bytes. The
maximum size is the 30-ms width of the sample.

2. CPU initializes the TDM.

These registers are programmed only at the beginning of the Tx operation. Changing register
values in the middle of TDM operation is not permitted.

TDM PCM Clock Rate Divisor Register (Table 215 p. 426)—selecting PCM clock.
Number of Time Slots Register (Table 214 p. 425)—FS generation.
Miscellaneous Control Register (Table 221 p. 429)—assessing reset to codec.

PCM Control Register (Table 203 p. 418)—TDM features supported by TDM. By default,
bits[1:0] are set to 0x3, which indicates target device mode TDM operation. For initiator
device operation mode, set bits[1:0] to 0x0. The codec is then reset by programming the
<CODEC_RST> field in the Miscellaneous Control Register (Table 221 p. 429) to allow
sufficient time for the codec reset (see individual codec specification for details). The codec
checks and loads the ratio of the PCM and FS clocks during reset, and uses the values for
internal operation.

Channel Time Slot Control Register (Table 204 p. 420)—selecting the time slot in which PCM
data is received. The same time slot value should also be programmed in the codec. The Rx
time slot of the TDM is the Tx time slot of the codec.

Channel 0/1 Total Sample Count Register (h=0-1) (Table 213 p. 425)—program with the
<CHO/1_TOTAL_ SMPL_CNT> and <CHO/1_INT_SMPL_CNT> fields that are used by the
TDM to synchronize with firmware. Firmware typically creates 10-ms sample widths (The
width may be any Dword size buffer up to the 30-ms sample width) of buffer in memory. The
sample from the codec can be 1- or 2-bytes in size, depending upon codec register settings.

3. CPU implements ping-pong buffers and enables transmit operation in TDM.
These registers can also be programmed during TDM operation.

Copyright © 2008 Marvell

December 2, 2008, Preliminary

The CPU checks the <TX_DMA_ST_ADDR_OWN_CHx> field in the Channel 0/1 Buffer
Ownership Register (n=0-1) (Table 208 p. 423) for a value 0. A value of 0 indicates that
software can program the <TX_DMA_ST_ADDR_CHO> field in the Channel 0 Transmit Data
Start Address Register (Table 209 p. 423) with the buffer address.

The CPU programs the <TX_DMA_ST_ADDR_OWN_CHx> field in the Channel 0/1 Buffer
Ownership Register (n=0-1) (Table 208 p. 423) with 1, which indicates this buffer is now
owned by the hardware.

The hardware makes a copy of the buffer address as programmed in the
<TX_DMA_ST_ADDR_CHO> field in the Channel O Transmit Data Start Address Register
(Table 209 p. 423), and then resets the <TX_DMA_ST_ADDR_OWN_CHx> field in the
Channel 0/1 Buffer Ownership Register (n=0-1) (Table 208 p. 423) to 0.

When this bit is not 0, the CPU cannot program the <TX_DMA_ST_ADDR_OWN_CHx> field
with a new value. In this way, the ping-pong buffers can be implemented in memory by
software.

The <TX_DMA_ST_ADDR_OWN_CHx> field points to the address of the Tx buffer in
memory.

Codec register initialization (through SPI): See individual codec specification for register
addresses and programming values.

The CPU programs the <CHNnTXEn> field in the Channel 0/1 Enable and Disable Register
(n=0-1) (Table 207 p. 422) to enable the channel transmit operation.
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E The<TX_DMA_ST_ADDR_CHO> field must be 32-byte aligned.
Note

4. DMA is accessed.
* Active channels request access to DMA.
* DMA performs a burst read of 32 bytes from memory.
e Channel TXFIFO is filled up in one burst.

5. Once the TXFIFO is full, the TDM Tx read controller reads the TXFIFO and copies four Dwords
to the serial buffer as shown in Figure 10. When the TXFIFO becomes empty, the DMA is
activated again, to fetch the next 32 bytes from memory. This procedure continues until the total
sample count is reached (see the <CHO/1_TOTAL_ SMPL_CNT> field in the Channel 0/1 Total
Sample Count Register (h=0-1) (Table 213 p. 425)). For example, if the <CHO/1_TOTAL_
SMPL_CNT> field is set to 80 bytes, the DMA is activated three times—fetching the first 32B,
fetching the next 32B, fetching the last 16B.
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Figure 10: TDM Transmit Path
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5.2.1.1

6. As the sample sent to the codec becomes equal to the <CHO/1_INT_SMPL_CNT> field in the
Channel 0/1 Total Sample Count Register (n=0-1) (Table 213 p. 425), an interrupt—the
<SCOCHO_TX_ INT> or <SCOCH1_TX_ INT> field in the Interrupt Status Register (Table 219
p. 427)—is issued to the CPU indicating the need for a new buffer. When the CPU receives the
SCOCHXx_TX_INT interrupt, three conditions arise:

* Channel active: If the channel is still active, the CPU makes another buffer with the buffer
size as programmed in the Channel 0/1 Total Sample Count Register (n=0-1)

(Table 213 p. 425). The CPU checks if the <TX_DMA_ST_ADDR_OWN_CHx> field in the
Channel 0/1 Buffer Ownership Register (n=0-1) (Table 208 p. 423) is 0, programs the
<TX_DMA_ST_ADDR_CHO0> field in the Channel 0 Transmit Data Start Address Register
(Table 209 p. 423) with the new buffer address, and sets the buffer ownership to 1.

When all the data is fetched from the current buffer, the TDM checks that the
<TX_DMA_ST_ADDR_OWN_CHx> field is 1 and makes a copy of the
<TX_DMA_ST_ADDR_CHO> field for the next DMA operation. It also resets the
<TX_DMA_ST_ADDR_OWN_CHx> field to 0 when the previous buffer operation is complete
(i.e., all the data has been send out on the PCM bus). In this way, the software can poll the
<TX_DMA_ST_ADDR_OWN_CHx> field to check the status of the buffer and can implement
the ping-pong buffer.

For normal operation, when the channel is active, Steps 4, 5, and 6 are repeated.

* Channel closed from IP side: Programs <CHNTxEn> field in the Channel 0/1 Enable and
Disable Register (n=0-1) (Table 207 p. 422) to close the channel. The TDM sends all the
samples in the existing buffer to the PCM interface and then moves to IDLE state. The TDM
also, generates the CHx_TX_IDLE interrupt—the <CHO_TX_IDLE> or <CH1_TX_IDLE> field
in the Interrupt Status Register (Table 219 p. 428).

* The CPU fails to create a new buffer (if the channel is active) or fails to close the channel:
The TDM underflows (see Section 5.2.1.1, Tx Underflow, on page 64).

Tx Underflow

An underflow occurs when TDM is unable to meet the PCM transmit rate (one PCM sample every
125 ps in the Narrowband mode, or two samples in Wideband mode). There are two cases that
might cause Tx underflow: GbDMA underflow or software underflow.

During normal Tx operation, if the TXFIFO empties, because the last 4 Dwords are copied to the
serial buffer, and there are still samples to be fetched from the buffer in memory, the GbDMA is
triggered to fill the TXFIFO again. At that point, there are 17 PCM samples stored in the TDM to be
sent on the DTX line (1 in the PCM shift register and 16 in the serial buffers). If GbDMA fails to fetch
the next 32 bytes from memory, before these 17 PCM samples are sent on the DTX line

(17x125 ps), an underflow flag is set, which indicates that Tx underflow has occurred in the TDM.
However, the underflow interrupt is not triggered until the GbDMA fills the TXFIFO. This delay occurs
avoid the GbDMA filling the TXFIFO at some later time and causing the TXFIFO write pointer to
change.

In case of underflow the following actions are performed by the TDM:

1. The TDM generates an UFLOW_CHx_INT interrupt—the <UFLOW_CHO_ INT> or
<UFLOW_CH1_ INT> field in the Interrupt Status Register (Table 219 p. 427)—to the CPU if the
interrupt is enabled in the Interrupt Status Register (Table 219 p. 427) and Interrupt Status Mask
Register (Table 217 p. 426).

2. The TDM switches off the channel transmit, by setting the <CHNTXEn> field in the Channel 0/1
Enable and Disable Register (n=0-1) (Table 207 p. 422) to 0, and moves to IDLE state. The
TDM also flushes the TXFIFO. It keeps sending Os on the PCM interface. The buffer that was
being processed at the time that the underflow occurred becomes invalid. The audio is
disrupted.

To start the transmit operation again, software has to re-initialize the channel, by following the Step 3
as explained in Section 5.2.1, Tx Data Flow, on page 60.
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Time Division Multiplexing (TDM) Unit (88F6192 and 88F6281 Only)
TDM Protocol Specification

Software underflow occurs when the CPU fails to make a new buffer (if the channel is active) or fails
to close the channel.

Once the SCOCHx_TX_INT is generated, there is a time window available for software to either
point to a new buffer to TDM or to close the channel, if it is closed from the IP side. This window
starts from the assertion of interrupt SCOCHx_TX_INT and ends at the buffer switch condition. The
buffer switch condition is defined as "The existing buffer is already fetched to TXFIFO earlier, data
from the TX FIFO is copied to serial buffers, and now there are four samples (500 ps in terms of
time) of PCM data remaining in the serial buffers." The TDM switches to the next buffer at this time
and checks the <TX_DMA_ST_ADDR_OWN_CHx> field in the Channel 0/1 Buffer Ownership
Register (n=0-1) (Table 208 p. 423) for a value of 1. The TDM needs to switch at this time to a new
buffer so that it can perform the next DMA operation, in a timely manner, and fill the TX FIFO again.
If at the buffer switch event, the TDM does not see <TX_DMA_ST_ADDR_OWN_CHx> = 1 and the
channel is still enabled, the underflow flag is set.

Setting of this flag means that the TDM has underflow. However, the UFLOW_CHXx_INT is still not
generated, as the TDM has to send all the PCM samples that it is still storing. At this moment, there
are 4 or 8 samples stored in the TDM (one in the PCM shift register and three in the serial buffer for
Narrowband mode, 1 in the PCM shift register and seven in the serial buffer for Wideband mode).
After sending these samples out on the DTX line, the UFLOW_CHx_INT is triggered.

The following actions are performed by TDM in case of underflow:

1. The TDM generates an UFLOW_CHx_INT interrupt—the <UFLOW_CHO_ INT> or
<UFLOW_CH1_ INT> field in the Interrupt Status Register (Table 219 p. 427)—to the CPU if the
interrupt is enabled in the Interrupt Status Register (Table 219 p. 427) and Interrupt Status Mask
Register (Table 217 p. 426).

2. The TDM switches off the channel transmit by setting the <CHNTXEn> field in the Channel 0/1
Enable and Disable Register (n=0-1) (Table 207 p. 422) to 0 and moves to IDLE state. It also
flushes the TXFIFO. It keeps sending 0s on the PCM interface. The audio is disrupted.

To start the transmit operation again, software has to re-initialize the channel, by following Step 3 in
Section 5.2.1, Tx Data Flow, on page 60.

Setting INT_SAMPLE_CNT

It is important to set the <CHO/1_INT_SMPL_CNT> field in the Channel 0/1 Total Sample Count
Register (n=0-1) (Table 213 p. 425) for normal Tx operation of the TDM. Once this number of
samples is sent on the DTX line, the SCOCHx_TX_INT interrupt is generated. Software then has a
window of time to point to the new buffer or close the channel, if it is closed from the IP side.
Software should set the <CHO/1_INT_SMPL_CNT> field to allow the CPU sufficient time to point to
the new buffer or close the channel. This ensures that a Tx underflow does not occur.

In quantitative terms the window size is given by the following equation (see the software underflow
description in Section 5.2.1.1, Tx Underflow, on page 64):

m  For Narrowband mode(1-byte or 2-byte sample)
Window size = (TOTAL_SAMPLE_CNT - 4 - INT_SAMPLE_CNT) * 125 us

m  For Wideband mode (1-byte or 2-byte sample)
Window size = (TOTAL_SAMPLE_CNT - 8 - INT_SAMPLE_CNT) * 125 us

Rx Data Flow

The TDM supports two channels for Rx operation. Both channels are independent of one another,
each with a separate set of control and configuration registers.

The sequence for receiving PCM data from the codec (codec to TDM) is:

1. When the telephone is picked up to start a conversation, an off-hook state is detected, and the
codec generates an interrupt. The dial tone is passed to the POTS by the codec, and the CPU
reads the interrupt. Once the receive channel is active:
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A codec interrupt is indicated by the <CODEC_INT> field in the Interrupt Status Register
(Table 219 p. 428).

The CPU reads the Interrupt Status Register (Table 219 p. 427) in the codec.
The receive channel is now active.
The CPU starts the TDM initialization process.

2. CPU initializes the TDM.

These registers are programmed only at the beginning of the Rx operation. Changing register
values in the middle of TDM operation is not permitted.

TDM PCM Clock Rate Divisor Register (Table 215 p. 426)—selecting PCM clock
Number of Time Slots Register (Table 214 p. 425)—FS generation
Miscellaneous Control Register (Table 221 p. 429)—assessing reset to codec

PCM Control Register (Table 203 p. 418)—TDM features supported by TDM.

By default, bits[1:0] are set to 0x3, which indicates target device mode TDM operation.

For initiator device operation mode, set bits[1:0] to 0x0. The codec is then reset by
programming the <CODEC_RST> field in the Miscellaneous Control Register (Table 221

p. 429) for to allow sufficient time for the codec reset (see individual codec specification for
details). The codec checks and loads the ratio of PCM and FS clocks during reset and uses
the values for internal operation.

Channel Time Slot Control Register (Table 204 p. 420)—selecting the time slot in which PCM
data is received. The same time slot value should also be programmed in the codec. The Rx
time slot of the TDM is the Tx time slot of the codec.

Channel 0/1 Total Sample Count Register (h=0-1) (Table 213 p. 425)—program with the
<CHO/1_TOTAL_ SMPL_CNT> and <CHO/1_INT_SMPL_CNT> fields, which are used by the
TDM to synchronize with the firmware. Firmware typically makes 10-ms sample width (The
width may be any Dword size buffer up to the 30-ms sample width.The size must be a
multiple of 4 bytes.) of buffer in memory. The sample from the codec can be 1- or 2-bytes in
size, depending upon codec register settings.

3. CPU implements ping-pong buffers and enables receive operation in the TDM.
These registers can also be programmed during TDM operation.

The CPU checks the <RX_DMA_ST_ADDR_OWN_ CHx> field in the Channel 0/1 Buffer
Ownership Register (n=0-1) (Table 208 p. 423) for a value 0. A value of 0 indicates that
software can program the <RX_DMA_ST_ADDR_CHO> field in the Channel 0 Receive Data
Start Address Register (Table 210 p. 424) with the buffer address.

The CPU programs the <RX_DMA_ST_ADDR_OWN_ CHx> field in the Channel 0/1 Buffer
Ownership Register (n=0-1) (Table 208 p. 423) with 1, which indicates that this buffer is now
owned by hardware.

TDM makes a copy of the buffer address as programmed in the
<RX_DMA_ST_ADDR_CHO> field, and then resets the <RX_DMA_ST_ADDR_OWN_ CHx>
field to 0. When this bit is not 0, the CPU cannot program the <RX_DMA_ST_ADDR_CHO0>
field with a new value. In this way, ping-pong buffers can be implemented in memory by
software.

<RX_DMA_ST_ADDR_CHO0>—points to the address of the Rx buffer in memory.

Codec register initialization (through SPI): See the individual codec specifications for register
addresses and programming values.

The CPU programs the <CHnRXEn> field in the Channel 0/1 Enable and Disable Register
(n=0-1) (Table 207 p. 422) to enable the channel receive operation.
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E The <RX_DMA_ST_ADDR_CHO> field must be 32-byte aligned.
Note

4. Once the channel is enabled, the TDM begins receiving data serially (from the next FS) on the
DRX line in the programmed time slot as shown in Figure 11. Once a voice sample is received
in PCM shift register, it is copied to a serial buffer. This serial buffer helps to overcome the
latency on the internal bus (backup buffer). There are four serial buffers (1 Dword in size each).
Filling up one or all of these buffers is set by the <PerfBit> field in the PCM Control Register
(Table 203 p. 420). If the <PerfBit> field is set to 1 (default), all serial buffers are filled with PCM
samples, and then they are copied to the RXFIFO.

5. Once the RXFIFO becomes full, the DMA is accessed:

* The channel requests access to the DMA.

* The DMA performs a burst write of 32 bytes to memory (the channel RXFIFO is emptied in
one burst).

When the RXFIFO becomes full, the DMA is activated again to write the next 32 bytes to

memory. This procedure continues until the total sample count is reached. For example, if the

the <CHO/1_TOTAL_ SMPL_CNT> field in the Channel 0/1 Total Sample Count Register

(n=0-1) (Table 213 p. 425) is set to 80 bytes, the DMA will be activated three times—uwrite first

32 bytes, write next 32 bytes, write last 16 bytes.
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Figure 11: TDM Receive Path
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6. As samples are received from codec, and the number becomes equal the
<CHO/1_INT_SMPL_CNT> field in the Channel 0/1 Total Sample Count Register (n=0-1)
(Table 213 p. 425) value, a SCOCHx_RX_INT interrupt is issued to the CPU indicating that a
new buffer should be created. The CPU evaluates the conditions that can arise during TDM Rx
operations.

* Channel is still active—If the channel is still active, the CPU creates another buffer of the
same size as that programmed in the Channel 0/1 Total Sample Count Register (n=0-1)
(Table 213 p. 425) (after receiving a SCOCHx_RX_INT interrupt). The CPU checks the
<RX_DMA_ST_ADDR_OWN_ CHx> field in the Channel 0/1 Buffer Ownership Register
(n=0-1) (Table 208 p. 423) for a value of 0, programs the <RX_DMA_ST_ADDR_CHO> field
in the Channel 0 Receive Data Start Address Register (Table 210 p. 424) with the new buffer
address, and sets the buffer ownership to 1.

When all the PCM data is written to the current buffer, the TDM then checks that the
<RX_DMA_ST_ADDR_OWN_ CHx> field is 1 and makes a copy of the
<RX_DMA_ST_ADDR_CHO> field for the next DMA operation, and reset the
<RX_DMA_ST_ADDR_OWN_ CHx> field to 0. In this way, software can poll the
<RX_DMA_ ST _ADDR_OWN_ CHx> field to check the status of the buffer and to start further
processing of the buffer.

For normal operation, when the channel is active, Steps 4, 5, and 6 are repeated.

* Channel closed due to telephone hang up (on-hook)—The user can hang up the telephone
at any time during normal Rx operation. This can occur before the buffer is completely full.
When the telephone hangs up, the codec generates an interrupt to the CPU (the
<CODEC_INT> field in the Interrupt Status Register (Table 219 p. 428)). After receiving the
interrupt, the CPU can close the channel Rx by programming the <CHnRXEn> field in the
Channel 0/1 Enable and Disable Register (n=0-1) (Table 207 p. 422) to 0. In this case, the
TDM stops receiving data from the DRX line, and the remaining PCM samples in the buffer
are filled with dummy data (programmed in the <DUMMY_DATA> field in the Dummy Data
for Dummy RX Write Register (Table 220 p. 428)). The TDM then enters an IDLE state and
generates a CHx_RX_IDLE interrupt.

* The CPU fails to make a new buffer (if the channel is active) or fails to close the channel after
the telephone is hung up—the TDM overflows (see Section 5.2.2.1, Rx Overflow,
on page 69).

Rx Overflow

If the TDM is unable to meet the PCM transmit rate (one PCM sample every 125 ps in Narrowband
mode, or two samples in Wideband mode), an overflow occurs. There are two cases that might
cause Rx overflon—GbDMA overflow or software overflow.

During normal Receive operation, the RXFIFO becomes full when the last 4 Dwords are copied from
the serial buffers. The GbDMA is then triggered to empty the RXFIFO. From that moment, the TDM
can store 17 PCM samples (9 samples for linear mode) coming from DRX line. It can store 1 PCM
sample in the PCM shift register and 16 in the serial buffers, if using 1-byte samples (or 1 in the PCM
shift register and 8 in the serial buffer, if using 2-byte samples). If GhDMA fails to write the 32 bytes
to memory before these 17 PCM samples are received on the DDX line (17 x 125 ps), an overflow
flag is set, which indicates that RX overflow has occurred in the TDM. However, the overflow
interrupt is not triggered until GbDMA empties the RXFIFO. This is to avoid GbDMA reading the
RXFIFO at some later time and causing the RXFIFO read pointer to change.

In case of overflow, the following actions are performed by the TDM:

1. The TDM generates an interrupt OFLOW_CHx_INT to the CPU if the interrupt is enabled in the
Interrupt Status Register (Table 219 p. 427) and Interrupt Status Mask Register
(Table 217 p. 426).

2.  The TDM switches off the channel receive by setting the <CHnNRXEn> field in the Channel 0/1
Enable and Disable Register (n=0-1) (Table 207 p. 422) to 0 and goes to IDLE state. The TDM
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also flush the RXFIFO. It stops receiving data from PCM interface. The buffer that was being
processed at the time overflow occurred becomes invalid. The audio is disrupted.

To start the receive operation again, software has to re-initialize the channel by following the Step 3
in Section 5.2.2, Rx Data Flow, on page 65.

Software overflow occurs when the CPU fails to create a new buffer (if the channel is active) or fails
to close the channel after the telephone is hang up.

Once SCOCHx_TX_INT is generated, there is a time window available for software to either point to
new buffer to TDM or to close the channel if it is closed from the IP side. This window starts from
assertion of interrupt SCOCHx_RX_INT and ends at the buffer full condition. The buffer full condition
is defined as "All the PCM samples of the existing buffer have been written to the buffer in memory."
The TDM switches to the next buffer at that time and checks the <RX_DMA ST _ADDR_OWN_
CHx> field in the Channel 0/1 Buffer Ownership Register (n=0-1) (Table 208 p. 423) for a value of 1
(to fetch the address of a new buffer). If the TDM detects <RX_DMA_ST_ADDR_OWN_ CHx>as 0
and the channel is still enabled, overflow interrupt OFLOW_CHXx_INT is set.

The following actions are performed by the TDM in the case of overflow:

1. The TDM generates an interrupt OFLOW_CHx_INT to CPU if the interrupt is enabled in the
Interrupt Status Register (Table 219 p. 427) and Interrupt Status Mask Register
(Table 217 p. 426).

2. The TDM switches off the channel receive by setting the <CHnNRXEn> field in the Channel 0/1
Enable and Disable Register (n=0-1) (Table 207 p. 422) to 0 and moves to IDLE state. It also
flushes the RXFIFO. It stops receiving data from the PCM interface. The audio is disrupted.

To start the receive operation again, software has to re-initialize the channel by following the Step 3
in Section 5.2.2, Rx Data Flow, on page 65.

5.2.2.2 Setting Interrupt Sample Count

Setting the <CHO/1_INT_SMPL_CNT> field in the Channel 0/1 Total Sample Count Register (n=0-1)
(Table 213 p. 425) plays an important role in normal Rx operation of the TDM. Once the number of
samples set in that field are received on the DRX line, the SCOCHx_RX_INT interrupt is generated.
Software then has a window of time to point to a new buffer or close the channel, if the user hangs
up the telephone. Software should set <CHO/1_INT_SMPL_CNT> so that the CPU has sufficient
time to point to the new buffer or close the channel. This ensures that a Rx overflow does not occur.

In quantitative terms, the window size is given by the following equation (see the software overflow
description in Section 5.2.2.1, Rx Overflow):
m  For 1 byte sample
Window size = (TOTAL_SAMPLE_CNT - INT_SAMPLE_CNT) * 125 ps
m  For 2 byte sample
Window size = (TOTAL_SAMPLE_CNT - INT_SAMPLE_CNT) * 125 ps

5.2.3 TDM Wideband Mode Operation

In Wideband mode, two PCM samples are transmitted and received in one frame sync (125 ps) from
TDM to codec and vice-versa. The wideband codec is used for enhanced voice quality in Voice over
IP (VoIP) networks. The voice quality is improved because the effective sampling rate becomes

16 kHz. The second sample is sent in a time slot that is 62.5 ps from the first time slot.

Each of the two channels of the TDM can be individually configured in Wideband or Narrowband
mode. The <CHOWBand> field and the <CH1WBand> field in the PCM Control Register (Table 203
p. 420) define the Wideband versus Narrowband mode selection. For the Wideband time slot
programming, two registers are provided in each channel. The transmit and receive flow remains the
same as explained in Section 5.2.1, Tx Data Flow, on page 60 and Section 5.2.2, Rx Data Flow,

on page 65.
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To set Channel x to Wideband mode:

1.

Set the <CHOWBand> field in the PCM Control Register (Table 203 p. 420) to 1 to select
Wideband mode for CHx.

Set the <CHODIyEn> field in the PCM Control Register (Table 203 p. 419) to 1 to select delay
control for time slot programming.

Program the Channel 0 Delay Control Register (Table 205 p. 421) for the first time slot for
transmit and receive of PCM data.

Program the TDM Channel0 Wideband Delay Control Register (Table 229 p. 431) for the
second time slot for transmit and receive of PCM data. For wideband codecs, this time slot is
generally 62.5 us from the first time slot.

5.3 TDM (SLIC/Codec) Registers Access via SPI

The codec register read/write interface is a generic design, to support various PCM codecs, which
follow SPI (4-wire) type protocol for register read/write. The pins used for this interface are:

TDM_SPI_CS[1:0]
TDM_SPI_SCK
TDM_SPI_MOSI
TDM_SPI_MISO

For a description of these pins see Table 10.

via SPI. The first method is chaining the SLIC devices, in which case only one
TDM_SPI_CSJ[1:0] signal is required. The second method uses two separate

EI The 88F6192 and 88F6281 support two methods for interfacing two SLIC/codec devices

Note  Tpm_spPI_CS|[1:0] signals, one signal per each SLIC.

5.3.1 Codec Register Write Operation

A typical codec register write is shown in Figure 12. The transaction takes place in a Byte-by-Byte
mode. The CPU performs the following sequence for a codec register write:

1.

Copyright © 2008 Marvell

The CPU must check that the status of the <SPIStat> field in the SPI Control Register
(Table 197 p. 415) is 0 before starting any codec register read/write operation.

The CPU programs the CSU Global Control Register (Table 196 p. 415).

The CPU programs Codec Access Command Low Register (Table 198 p. 415), Codec Access
Command High Register (Table 199 p. 416), and Codec Registers Access Control

(Table 200 p. 416) with the appropriate values, depending on the codec specification
requirements.

After all of these steps, the CPU writes 1 in the <SPIStat> field. By writing 1 in this field, its starts
the codec register read/write operation. The 88F6192/88F6281 device drives the active low
chip select (TDM_SPI_CSJ[1:0]) and it toggles TDM_SPI_SCK for exactly eight cycles. The
command byte is sent to the codec first (depending upon the individual codec, e.g., SI3210
requires address in the first byte) on TDM_SPI_MOSI. The device drives TDM_SPI_MOSI on the
negative edge of TDM_SPI_SCK and the codec captures on the positive edge of
TDM_SPI_SCK.

Each byte can be sent by MSB/LSB first, depending upon the individual codec. This is set by
programming the <LSB_MSB> field in the Codec Registers Access Control (Table 200 p. 416).
TDM_SPI_CS[1:0] becomes high after each byte transfer.
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After the command byte is sent, TDM_SPI_CSJ[1:0] toggles again for eight TDM_SPI_SCK
cycles and the address byte is set on TDM_SPI_MOSI. The write data is sent after this step.

When the write operation is complete, the device resets the <SPIStat> field in the SPI Control
Register (Table 197 p. 415) to 0. The CPU polls this bit. When it becomes 0, the CPU can start
the next codec write transaction.

Figure 12: Codec Register Write Operation
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Codec Register Read Operation

A typical codec register read is shown in Figure 13, Codec Register Read Operation, on page 73.
The transaction takes place in Byte-by-Byte mode. The CPU performs the following sequence for a
codec register read:

1.

The CPU must check the status of the <SPIStat> field in the SPI Control Register (Table 197
p. 415).
The CPU programs the CSU Global Control Register (Table 196 p. 415).

The CPU programs the Codec Access Command Low Register (Table 198 p. 415), Codec
Access Command High Register (Table 199 p. 416), and Codec Registers Access Control
(Table 200 p. 416) with the appropriate values, depending on the codec specification
requirements.

The CPU writes 1 in the <SPIStat> field. Writing 1 in this field starts the codec register
read/write operation. The 88F6192/88F6281 device drives the active low chip select
(TDM_SPI_CSJ[1:0]) and it toggles TDM_SPI_SCK for exactly eight cycles. The command byte is
sent to codec first (depending upon the individual codec) on SDO. The device drives SDO on
the negative edge of TDM_SPI_SCK and the codec captures on the positive edge of
TDM_SPI_SCK.

Each byte can be sent MSB/LSB first, depending upon the individual codec. This is set by
programming the <LSB_MSB> field in the Codec Registers Access Control (Table 200 p. 416).
TDM_SPI_CSJ[1:0] becomes high after each byte transfer.

After the command byte is sent, TDM_SPI_CSJ[1:0] toggles again for eight TDM_SPI_SCK
cycles and the address byte is sent on TDM_SPI_MISO. After the address byte, the codec
responds by sending the read data on TDM_SPI_MISO, when TDM_SPI_CSJ[1:0] and
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TDM_SPI_SCK are toggled again by the device. The codec drives read data on the negative
edge of TDM_SPI_SCK, and the device captures it on the positive edge of TDM_SPI_SCK.

5.  When the read operation is complete, the 88F6192/88F6281 resets <SPIStat> field in the SPI
Control Register (Table 197 p. 415) to 0. The CPU polls this bit. When it becomes 0, the CPU
can read the Codec Read Data Register (Table 201 p. 417) for the read data value.

Figure 13: Codec Register Read Operation
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6 PCI Express Interface

The device integrates one PCI Express x1 port.

The PCI Express interface has the following features:

PCI Express Base 1.1 compatible

Root Complex port or Endpoint port

Embedded PCI Express PHY based on proven Marvell® SERDES technology
x1 link width

2.5 GHz signalling

Lane polarity inversion support

Replay buffer

Maximum payload size of 128 bytes

Single Virtual Channel (VC-0)

Ingress and egress flow control

Extended Tag support

Interrupt emulation message support

Power Management (PM):

» Software power management states D1, D2, D3},q;, and D34 Support

* Active state power management LOs and L1 support
Advanced Error Reporting (AER) capability support
Single function device configuration header

Message Signaled Interrupts (MSI) support

Expansion ROM support

Programmable address map

6.1 Functional Description

The PCI Express interface uses a layered architecture, according to the PCI Express specifications.
The main layers are the PHY layer, MAC layer, Data Link layer, and Transaction layer. In addition, a
Core Adapter layer handles the forwarding of the PCI Express Transaction Layer Packets (TLP) to
the device Mbus.
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Figure 14 provides a high-level diagram of the PCI Express interface.

Figure 14: High-level Block Diagram
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6.1.1 PHY Layer

On the Tx path, the PHY layer receives symbols from the MAC layer, converts them into a serialized
format, and transmits them on the PCI Express port. On the Rx path, the PHY layer receives a
serialized stream from the PCI Express port, and forwards them as parallel symbols to the MAC
layer.

The PHY handles symbol-locking and 8b10b encoding/decoding.

The PHY layer is responsible also for the clock tolerance compensation. The received symbol
stream is adapted to the local clock, by adding or deleting skip OSs (Ordered Sets).

6.1.2 MAC Layer

The MAC layer is responsible for establishment and maintenance of the PCI Express link, packet
framing, and data packing. The PCI Express LTSSM (Link Training and Status State Machine) is
located in this layer. It contains all the functionality for link configuration in terms of the lane polarity.
Additionally, the MAC layer performs the scrambling and functions. The MAC layer controls the
different link power-management modes, loopback mode, link disable mode and link hot-reset
function. In addition, the MAC layer handles the generation and detection of the various TSs
(Training Sequences) and OSs.

On the Tx path, the MAC layer receives packets (TLPs and DLLPs—Data Link Layer Packets) from
the Data Link layer. The packets are framed, scrambled, and packed into the relevant link width and
forwarded to the PHY.

On the Rx path, the MAC layer receives aligned symbols from the PHY. The symbols are unpacked
according to the relevant link width and unframing is performed. The packets (DLLPs and TLPs) are
then extracted from the frames and forwarded to the Data Link layer.

6.1.3 Data Link Layer

The Data Link layer provides a reliable TLP exchange between two components on the PCI Express
link. This layer performs most of the data integrity functions as specified by the PCI Express 1.1
specification.
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The Data Link layer controls the sequence number generation and detection. It also controls the
LCRC generation and detection. Outgoing TLPs are temporarily stored in a replay buffer until an
acknowledge is received from the far-end component. When a corrupted or missing TLP is detected,
the replay mechanism is used to recover and maintain reliable Transaction layer to Transaction layer
connection. The replay buffer holds transmitted packets and retransmits them when required.

The Data Link layer handles the generation and processing of DLLPs. DLLPs are used for
conveying information such as flow control, TLP acknowledgment, and power management
handshake.

6.1.4 Transaction Layer

The Transaction layer primary responsibility is handling of TLPs. Outgoing TLPs are assembled and
scheduled for transmission. Incoming TLPs are parsed and checked for various errors. In addition,
the Transaction layer is responsible for handling the split transaction protocol—both towards the PCI
Express port and the internal bus.

The Tx path accepts TLPs from the Mbus and schedules them for transmission, based on the
flow-control credit availability and the relevant ordering rules. Non-Posted (NP) TLPs are assigned
with a unique tag before they are scheduled for transmission. TLPs are then passed on to the Data
Link layer for transmission.

The Rx path examines the incoming TLPs for a variety of packet formation errors. Incoming
completions tags are checked for a valid NP request that was sent by the device. TLPs are then
passed to the Mbus.

6.2 Link Initialization

Enable the PCI Express interface by setting the <PEXOEn> field in the CPU Control and Status
Register (Table 116 p. 368). This allows programming of link parameters before the start of link
initialization.

Lane polarity inversion is supported. The lane differential couple can be routed on the board
regardless of its polarity.

In case the initialization fails and no link is established, the PHY will keep on trying to initiate a link
forever unless the port is disabled. As long as the port is enabled, the PHY will go on trying to
establish a link; once the PHY identifies that a device is connected to it, a link will be established.

The link must be enabled within 100 ms after reset to allow link initialization (per PCI Express Base
Specification, Revision 1.1).

It is recommended that from one second after reset, the software starts to check on DL Down status.
If the link DL is not UP, the software should power down the link, by first disabling the link, and
100 ms later, setting the power down register in the CPU registers.

| ;I | If the software accesses a unit when the unit is powered down, this may cause the

device to hang.
Note

6.3 Master Memory Transactions

Master memory transactions are memory space read and write requests (MRd and MWr TLPs) that
are generated and sent over the PCI Express link, and the respective completion TLPs that are
received in return.
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The following features are supported as a master memory requester:

= In Root Complex mode, a eight outstanding non-posted (NP) request (memory read request)
and a four posted (P) request (memory write request)

Maximum memory read request of 128 bytes
Maximum memory write request of 128 bytes
64-bit addressing

6.4 Master I/O Transactions

Master 1/O transactions are /O space read and write requests (IORd and IOWr TLPs) that are
generated and sent over the PCI Express link, and the respective completion TLPs that are received
in return.

The following features are supported as a master I/O requester:

m  Eight outstanding NP requests (I/O read or write)

m Maximum I/O read request of 4 bytes

m Maximum I/O write request of 4 bytes

m  32-bit addressing

4 byte address boundary. These requests are illegal according to the PCI Express

EI m  The user must not initiate 1/0 requests that are larger than 4 bytes and cross the
Base Specification Revision 1.1.

Note . Only partial I/O transactions are supported.
In Endpoint mode, only memory request generation is allowed by the PCI Express
Base Specification Revision 1.1. When working in Endpoint mode, do not initiate
1/0 requests.
6.5 Master Configuration Transactions

Master Configuration transactions are configuration space read and write requests (CfgRdO,
Cfgwr0, CfgRd1 and CfgWrl TLPs) that are generated and sent over the PCI Express link, and the
respective completion TLPs that are received in return.

The following features are supported as a master configuration requester:

m  Eight outstanding NP requests (I/O read or write)

m  Maximum Configuration read request of 4 bytes

= Maximum Configuration write request of 4 bytes

m  Extended register number support (4 KB extended PCI Express configuration header space)

|§ | | In Endpoint mode, only memory request generation is allowed by the PCI Express Base
Specification Revision 1.1. When working in Endpoint mode, do not initiate
Note configuration requests.

6.5.1 Generation of Configuration Requests

As a Root Complex port, the CPU may generate TypeO or Typel configuration cycles to the PCI
Express Endpoints, via indirect access using the PCI Express Configuration Address Register
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(Table 269 p. 450) and PCI Express Configuration Data Register (Table 270 p. 450) registers. The
following procedure is used for generating configuration cycles:

1. PCI Express Configuration Address Register—Write the Target Bus, Device, Function, Register
and Extended Register Numbers fields, using the <ConfigEn> field to enable this mechanism.

2. PCI Express Configuration Data Register—Read or write to generate a respective read or write
configuration request. The type of the request (type 0 or type 1) is set according to the following
rules:

* Typel request: generated if Target Bus Number Is different from the internal Bus Number.
* TypeO request: generated if Target Bus Number is same as the internal Bus Number, and the
Target Device Number is different from the internal Device Number.

The transmitted Configuration TLP includes the Target Bus, Device, Function and Register Numbers

as written to the PCI Express Configuration Address Register.

The Configuration request generation is only enabled when the <ConfigEn> bit is set.

6.6 Target Memory Transactions

Target Memory transactions are memory space read and write requests (MRd, MWr TLPs) that are
received over the PCI Express link, and the respective completion TLPs that are generated and
transmitted in return.

The following features are supported as a target memory completer:

Reception of up to eight Memory read requests

Reception of up to four Memory write requests

Maximum received read request size of 4 KB.

Maximum received write request of 128 bytes

Support PCI Express access to all of the device’s internal registers

64-bit addressing

Three Memory BARs (64-bit), BARO is dedicated to internal register access

In Endpoint mode: Expansion ROM support

6.7 Target I/O Transactions

Target I/O transactions are I/O space read and write requests (IORd, IOWr TLPs) that are received
over the PCI Express link, and the respective completion TLPs that are generated and transmitted in
return.

Target I/O transactions are not supported by the device and should not be generated by the
downstream device.

6.8 Target Configuration Transactions

Target Configuration transactions are Configuration space read and write requests (CfgRdO,
CfgWr0, CfgRd1 and CfgWrl TLPs) that are received over the PCI Express link, and the respective
completion TLPs that are generated and transmitted in return.

When configured as Root Complex port, target Configuration transactions are not supported and
should not be generated by downstream device. In Endpoint mode, Target TypeO Configuration
transactions are supported.

The following features are supported as a target Configuration completer:

m  Reception of up to eight NP requests (configuration read or write).

m  Maximum received Configuration read request size of 4 bytes.

m  Maximum received Configuration write request of 4 bytes
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The device as an Endpoint supports responding with Configuration Request Retry Status (CRS) to a
configuration read/write access. This is useful for postponing the Root Complex access until the
local CPU finish initialization of the Endpoint port.

To enable this feature, set the <Crs_Enable> field in the PCI Express Control Register (Table 307
p. 476) to 1, prior to enable link training (meaning, prior to setting the <PEXOEn> field in the CPU
Control and Status Register (Table 116 p. 368)). When the local CPU finish Endpoint initialization,
clear the <Crs_Enable> field.

Target Special Cases

m  Access attempts that fail address decoding (e.g., do not hit a memory BAR) are completed as
Unsupported Requests.

m MemWr accesses to reserved, or not implemented registers, are completed normally on the PCI
Express port, and the data is discarded.

m MemRd accesses to reserved, or not implemented registers, are completed normally on the PCI

Express port, and a CpID TLP with data value of 0 and SC (Successful Completion status) is
returned.

Messages

PCI Express defines a new message space. Messages are used to replace legacy PCI side-band
signals such as interrupts, error signals, hot-plug signals etc. Messages are also is used to enable
new capabilities such as active power management, Slot Power Limit and others.

Table 11 lists the message groups supported as a Root Complex port, and if the group is supported
by the device.

Table 11: Supported Message Groups—Root Complex Mode

Message Group Supported Action

Interrupt Signaling Yes A received Assert_INTx message is forwarded as an interrupt to the

CPU. Reception of a Deassert_INTx message clears the relevant

interrupt.

NOTE: Both INTA, INTB, INTC and INTD are supported.
(x=A,B,CorD)

Power Management Event Yes A received PM_PME message is forwarded as an interrupt to the

(PME)

Error Signaling

CPU. The log of the message is registered in the PCI Express Root
Complex Power Management Event Register (Table 312 p. 478).
While software is handling one PME message, a new PME message
may be received and registered in this register.

Yes A received Error message is forwarded as an interrupt to the CPU.
Both Correctable, Non-fatal and Fatal error messages are supported.

Hot Plug Signaling No

Locked Transaction Support | No

Slot Power Limit Support No To enable sending SSPL, set the <SsplMsgEnable> field in the PCI

Express Root Complex Set Slot Power Limit Register (Table 310

p. 478) to 1 before the link is up. If enabled, upon reaching link up and
whenever there is a change in the <SlotPowerLimitValue> field or the
<SlotPowerLimitValue> field in the PCI Express Root Complex Set
Slot Power Limit Register (Table 310 p. 477) a message is sent.

Copyright © 2008 Marvell Doc. No. MV-S104860-U0 Rev. C
December 2, 2008, Preliminary Document Classification: Proprietary Information Page 79



—

= 88F6180/88F619x/88F6281
M ARV EL L® Functional Specifications

Table 11: Supported Message Groups—Root Complex Mode (Continued)

Message Group Supported Action

PME_TurnOff Yes To send a Turn Off message, the <SendTurnOffMsg> field in the PCI
Express Power Management Extended Register (Table 313 p. 479) to
1. When the Endpoint reaches L2 state, <EPReady4TurnOff> is
asserted (see <RcvTurnOff> field in the PCI Express Interrupt Cause
Register (Table 320 p. 487)), indicating to the host that it may turn off
the primary power of the Endpoint.
The interrupt is set when the handshake is done (indicated by a timer
or a Link state of L2).
To exit this state, software must initiate a soft reset and clear the
<SendTurnOffMsg> bit once the link is up again.

Vendor Specific Messages No

Table 11 lists the message groups that are supported in Endpoint mode:
Table 12: Supported Message Groups—Endpoint Mode

Message Group Supported Action

Interrupt Signaling Yes Interrupt assertion on the internal interface is forwarded as an
Interrupt Assert message to the PCI Express port.
Interrupt de-assertion on the internal interface is forwarded as an
Interrupt De-assert message to the PCI Express port.
INTA, INTB, INTC, and INTD are supported.

Power Management Yes Receipt of a PME_Turn_Off Message triggers a maskable interrupt to
the device CPU. The device CPU must prepare the device for this low
power state, and acknowledge this message by setting the
<SendTurnOff AckMsg> field in the PCI Express Power Management
Extended Register (Table 313 p. 479) within 1 ms. Following this, the
link will start transition to L2/3 Ready. It is possible to set
<SendTurnOff AckMsg> in advance to automatically activate this
process.

Generation of an PME Message is possible, by the device CPU
setting the <PMEStat> field in the PCI Express Power Management
Control and Status Register (Table 286 p. 460).

Error Signaling Yes Error in the PCI Express port is forwarded as an Error message to the
PCI Express port.
Correctable, Non-fatal, and Fatal error messages are supported.

Hot Plug Signaling No
Locked Transaction Support | No

Slot Power Limit Support Yes When Set_Slot_Power_Limit message is received, the Slot Power
Limit Configuration registers are updated accordingly.

Vendor Specific Messages No
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Message Signaled Interrupts (MSI)

Message Signaled Interrupts (MSI) are supported in both Root Complex and Endpoint modes.

Root Complex mode: The Host sets the PCI Express MSI Message Address Register
(Table 288 p. 461) to the same value that it has set the Endpoint device.
A memory write received, with the same address, is handle as an MSI.

Upon receipt of MSI, an interrupt is set in the <RcvMsi> field in the PCI
Express Interrupt Cause Register (Table 320 p. 487). Interrupt data is
saved in the PCI Express MSI Message Data Register

(Table 290 p. 461).

Endpoint mode: MSI support is required for PCI Express devices. MSlI is driven by
preforming memory write TLP. When enabled through the PCI Express
MSI Message Control Register (Table 287 p. 460), the Endpoint
generates an MSI Write, for any edge interrupt assertion. The write
address is set, according to the PCI Express MSI Message Address
Register, and for a 64-bit address, according to the PCI Express MSI
Message Address (High) Register (Table 289 p. 461). The data content
is as configured in the register PCI Express MSI Message Data
Register.

Locked Transactions

Locked transaction semantics are not supported. This includes MRdLk, CplLk, and Unlock
messages.

Arbitration and Ordering

The arbitration scheme on both Tx and Rx directions are following the PCI Express ordering rules.
For each direction there are separate queues for posted, non-posted, and completion TLPs. So
TLPs can be forwarded according the ordering rules, A simple round-robin arbitration is performed
on TLPs.

6.13.1 Tx Ordering Rules
m  All TLPs from same type (P, NP, C) are forwarded in order.
m  Non-Posted transactions push posted transactions (unless the <TxNpPushDis> field in the PCI
Express TL Control Register (Table 318 p. 483) is set to 1).
m  Completions push posted transactions (unless the <TxCmplPushDis> field in the PCI Express
TL Control Register (Table 318 p. 483) is set to 1).
For other transaction couples, reordering may occur.
Relaxed-ordering is not used for ordering in internal queues.
Simple round-robin arbitration is performed on all transactions that may be transmitted to the
PCI Express fabric according to those rules.
6.13.2 Rx Ordering Rules
m  All TLPs from same type (P, NP, C) are forwarded in order.
m  Non-Posted transactions push posted transactions (unless <RxNpPushDis> field in the PCI
Express TL Control Register (Table 318 p. 483) is set to 1).
m  Completions push posted transactions (unless the <RxCmplPushDis> field in the PCI Express
TL Control Register (Table 318 p. 483) is set to 1).
m  For other transaction couples, reordering may occur.
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6.14

6.14.1

6.14.2

Relaxed-ordering is not used for ordering in internal queues.
Simple round-robin arbitration is performed on all transactions.

PCI Express Register Access
The PCI Express registers can be accessed from an external PCI Express device, or from the CPU.

The Read Only (RO) registers have the following access permissions:

m  An external PCI Express device can only have read access to these registers.

m If not hardwired or set/clear by the hardware, these registers are read/write (RW) from the CPU.
If the device is configured as an endpoint, the configuration header registers can be accessed from
an external Root Complex port via typeO configuration transactions.

The configuration header registers are also mapped to the chip internal address space as follows:

m  All configuration header registers are mapped to the internal memory space.

m  Direct memory access is enabled via the <CfgMapTo MemEn> field in the PCI Express Control
Register (Table 307 p. 475). When enabled, a direct memory access can be performed from the
CPU or from an external PCI Express device, even if device is configured as Root Complex
port.

m  If not hardwired or set/clear by the hardware, all RO configuration header registers are RW, if
accessed through the direct memory mapping.

D30t to DO Transition—Endpoint Mode

Switching from D3y, state to DO state is done by writing to <PMState> field in the PCI Express
Power Management Control and Status Register (Table 286 p. 459).

When such transition occurs, the configuration headers are reset to default values, except the
following registers:

m  PCI Express Device and Vendor ID Register (Table 271 p. 451)

m  PCI Express Class Code and Revision ID Register (Table 273 p. 453)

m  PCI Express Subsystem Device and Vendor ID Register (Table 281 p. 456)

PHY Registers Access

The PCI Express PHY has its own register file. The software can access the PHY registers via the
PCI Express PHY Indirect Access Register (Table 319 p. 484).

|§ | | The PHY registers are for Marvell internal use (debug purposes). Do not access these
registers unless explicitly directed to by a 88F6180/88F619x/88F6281 related
Note document.

To write to a PHY register, write to the following fields in the PCI Express PHY Indirect Access
Register:

m  <PhyAddr> field to point to the required register offset.
m  <PhyData> field to set the desired data.
m  <PhyAccssMd> field set to O.

To read from a PHY register:

m  Write to PCI Express PHY Indirect Access Register with the <PhyAddr> field pointing to the
required register offset, and with the <PhyAccssMd> filed set to 1.

m  Read the PCI Express PHY Indirect Access Register; the read data is available in the
<PhyData> field.
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6.15 Hot Reset

Hot Reset is an in-band reset indication that can be sent from the root-complex downstream and

reset the PCI Express hierarchy. Use the following procedure to generate a hot reset:

1. Write to the <ConfMstrHot Reset> field in the PCI Express Control Register (Table 307 p. 475).

2. To check that Hot Reset has been completed, poll the <DLDown> field in the PCI Express
Status Register (Table 308 p. 476). When this bit is set, DL is down and Hot Reset has been
completed.

3. Clear the <ConfMstrHot Reset> field.

EI Root Complex registers are not reset by Hot Reset.
Note

6.16 Link Disable

According to the PCI Express Base Specification, Revision 1.1, as a Root Complex, the host may
disable the device connected to the PCI Express Link. To disable the link, set <LnkDis> field in the
PCI Express Link Control Status Register (Table 295 p. 467).

6.17 Power Management

This sections describes the PCI Express power management functions.

6.17.1 Software Power Management

The device supports all software Power Management options D1, D2, D3 as described in the PCI
Express Base Specification, Revision 1.1 and also supports the Turnoff process.

Root Complex mode: As a Root Complex it sets the device to Turnoff state, by sending a
Turnoff message, as described under Power Management Event in
Table 11, Supported Message Groups—Root Complex Mode, on
page 79. When the Turnoff process is completed, a maskable
interrupt is set in the PCI Express Interrupt Cause Register
(Table 320 p. 484).

As a Root complex, it responds to a PME event, generated by the
device. A maskable interrupt is set, upon receiving a PME message.
The PME Data is saved in PCI Express Root Complex Power
Management Event Register (Table 312 p. 478).

Endpoint mode: Upon receiving a turnoff message from the Root Complex, a
maskable interrupt is set.

The device CPU acknowledges the turnoff, as described under
Power Management Event in Table 12, Supported Message
Groups—Endpoint Mode, on page 80.

6.17.2 Active State Power Management (ASPM)

Active Power Management event is a mechanism, defined by the PCI Express Base Specification,
Revision 1.1, that allows the hardware to lower the power state of the link. This device support all
Active State Power Management (ASPM) options—both as a Root Complex and as an Endpoint.
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L1 ASPM

PCI Express driver should enable this feature as described in the PCI Express Specification.
L1 ASPM Endpoint When the Endpoint is enabled, the device starts the L1 ASPM event
mode: when the conditions defined in the PCI Express Base Specification

for this event are met and when the <L1_aspm_en> field in the PCI
Express Power Management Extended Register (Table 313 p. 479).

L1 ASPM Root Complex As a root complex, the device acknowledges an L1 ASPM event only

mode: when the <L1AspmAck> field in the PCI Express Power
Management Extended Register (Table 313 p. 479) is set. If this bit is
not set, a L1 ASPM nack respond is sent upon an L1 ASPM request.

LO ASPM

The device supports LOs event on both Rx and Tx.

6.18 Error Handling

This section details the error handling features.

6.18.1 Physical Layer Errors

Table 13 list the conditions that may cause a PHY layer Receive error.
Table 13: Physical Layer Error List

Error Name Conditions

Receiver Error *  PHY Overflow
¢ PHY Underrun
« PHY 8B/10B decode error
« PHY Disparity error
Severity: Correctable.

6.18.2 Data Link Layer Errors

Table 14 lists the Data Link layer errors.
Table 14: Data Link Layer Error List

Error Name Conditions

Bad TLP ¢ LCRC Error detected in received TLP.
* Sequence number error detected in received TLP.
Severity: Correctable.

Bad DLLP CRC Error detected in received DLLP.
Severity: Correctable.

Replay Timeout Error Replay timer expired.
Severity: Correctable.

REPLAY_NUM Rollover Error REPLAY_NUM rolled over. Four consecutive replays were transmitted.
Severity: Correctable.

Data Link Layer Protocol Error Reception of an Ack with out-of-range ackNac_Seq_Num.
Severity: Fatal.
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6.18.3 Transaction Layer Errors

Table 15 lists the Transaction layer errors.

Table 15: Transaction Layer Error List

Error Name

Flow Control Protocol Error

Malformed TLP

Poisoned TLP Received.

Unsupported Request

Received UR Completion

Completion Timeout

Completer Abort

Received CA completion

Unexpected Completion

Description

¢ DLLP receive timer expiration.

* Received FC initial credit values that are less than the minimum advertisement
according to the spec.

« Received update FC message for a credit type that was advertised as infinite on
initialization.

Default severity: Fatal.

¢ Received TLP with data payload size larger than the Maximum Payload Size.

¢ Received TLP with undefined Type and Fmt fields value.

¢ Received TLP with length different than expected according to the length, type, and
TD (TLP Digest) field.

¢ Received request with Address/Length combination crossing the 4-KB boundary.

* Received Power Management Set_Slot_Power, Unlock, INTX, and error message
with TC field not equal to 0 (TCO).

Default severity: Fatal.

Poisoned TLP received.
Default severity: Non-fatal.

¢ Received unsupported TLP type (CfgWrl, CfgRd1, MrdLk).

* Received unsupported message codes.

¢ Failed address decoding on received TLP.

¢ Received CfgWr0 or CfgRdO with function_number different than 0.

* Received poisoned write request to internal register space.

Default severity: Non-fatal.

NOTE: Reception of Vendor_Defined_Type_1 message is discarded silently. It is not
an error state.

¢ Received Cpl TLP with UR completion status.
¢ Received CplLk or CpID with UR completion status.
Not a PCI Express error. Mapped to PCI status.

Outstanding Non Posted request to PCI Express timeout has expired.
Default severity: Non-fatal.

Received read requests to the internal address space, with the Length field different
than 1 DWORD.
Default severity: Non-fatal.

Received a Cpl with CA completion status
Not a PCI Express error. Mapped to PCI status.

* Received unexpected completion TLP (Cpl or CpID). Completion does not
correspond to one of the outstanding NP requests.

¢ Received CplLk or CpIDLk TLPs.

Default severity: Non-fatal.

6.18.4 Error Propogation

The PCI Express specification defines a mechanism for propagation of erroneous TLPs (erroneous
data payload) via an EP (Error Poisoning) bit in the packet header.
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Receive
Upon receiving a poisoned write TLP:

m Ifitis not an access to the chip internal registers and if the <RxDPPropEn> field in the PCI
Express Mbus Adapter Control Register (Table 322 p. 488) is set, an erroneous data indication
is forwarded along with the data. Regardless of <RxDPPropEn> field setting, Error status bits in
the PCI Express configuration header registers are set (if enabled by the relevant configuration
registers control bits) and Error messages are sent (if enabled).

m Ifitis an access to the chip internal registers (whether PCI Express register file or another
register file), the transaction is discarded (not written to registers). An unsupported requests
completion message is sent if needed, and the relevant error status bits are set.

Upon receiving a poisoned completion TLP, if the <RxDPPropEn> field is set, an erroneous data
indication is forwarded along with the data. Regardless of <RxDPPropEn> field setting, error status
field are set, if enabled by the relevant control bits.

Transmit

Tx error forwarding is controlled by the <TxDPPropEn> field in the PCI Express Mbus Adapter
Control Register (Table 322 p. 488). For either requests or responses, the corresponding TLP is
poisoned (EP bit is set) if:

m  Data received from the Mbus is marked as erroneous.

m  Forwarding is enabled by the<TxDPPropEn>> field.

6.18.5 Completion Timeout

The Completion timeout (Cpl TO) mechanism is defined in the PCI Express specification. When a
device issues a NP request on the PCI Express port and does not receive all the related completions
of the request after a predefined period of time, the device must indicate a Completion Timeout error
status.

The Cpl TO period is set by the <ConfCmpToThrshld> field in the PCI Express Completion Timeout
Register (Table 311 p. 478). The Cpl TO mechanism can also be disabled through this register field.
If the Cpl TO expires before a Tx NP request is completed (not all completion fragments arrived):

m  The relevant error status bits are set.

m  An error message is transmitted, if not masked.

m  The timed-out requests are completed on the Mbus with dummy read data, and with an
erroneous data indication.

6.19 Loopback Modes

Thee following DFT features are supported by the PCI Express port:
m  Master Loopback

m  Internal Loopback

m  Slave Loopback

m  Pseudo-Random Bit Sequence (PRBS) generation and checking

6.19.1 Master Loopback

Master Loopback mode forces the device on the other side of the PCI Express link to enter a
Loopback mode and mirror all the received traffic back to its Tx side. This mode enables a self-test
procedure for the PCI Express port and link.

Entering master loopback must be done before the PCI Express link is enabled. Use the following
procedure:

1. Setthe <ConfMstrLb> field in the PCI Express Control Register (Table 307 p. 475).
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2. Setthe <PEXOEnN> field in the CPU Control and Status Register (Table 116 p. 368) to enable
the PCI Express port.

3. Check that the PCI Express link is ready for a loopback test by polling the <DLDown> field in
the PCI Express Status Register (Table 308 p. 476). When this bit is cleared, the link is in

Master Loopback mode and the loopback test can start.

4. Set the relevant registers to control the inbound traffic (BAR, address space control and the

address decoding windows).

5. Generate the loopback test traffic and check that it is received correctly.

To exit Master Loopback mode, generate hot reset or reset the entire chip.

6.19.2

Internal Loopback

When working in Internal Loopback mode, the PCI Express port mirrors all the traffic received from
the Mbus back to its Rx side. This mode enables self-test procedures for the PCI Express port, even

when no external device is attached.

The PCI Express PHY supports Shallow and Deep Loopback modes as shown in Figure 15 and

Figure 16.

Figure 15: Shallow Internal Loopback

PCIl-Express Port
PHY Layer
DL, TL and MAC Digital PHY Analog PHY
Mbus Adapter
[: SERDES TX>
I — Rx_ ]
Figure 16: Deep Internal Loopback
PCIl-Express Port
PHY Layer
DL, TL and MAC Digital PHY Analog PHY

Mbus Adapter

T &

SERDES

Use the following procedure to enter Internal Loopback mode:

1. For Shallow Loopback mode, set the PCI Express PHY Register 0x0 bit[0] to 1, using the PHY
registers indirect access as explained in Section 6.14.2, PHY Registers Access, on page 82.
For Deep Loopback mode set PHY register 0x0 bit[1] to 1.
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2. Set PCl Express PHY register 0x44 bits[9:8] to 0x3, and register 0x81 bits [11:10] to Ox2.

3. Setthe <PEXOEnN> field in the CPU Control and Status Register (Table 116 p. 368) to enable
the PCI Express port.

4. Check that the PCI Express Link is ready for the loopback test by polling the <DLDown> field in
the PCI Express Status Register (Table 308 p. 476). When this bit is cleared, the loopback test
can start.

5. Set the relevant registers to control the inbound traffic (BAR, address space control and the
address decoding windows).

6. Generate the loopback test traffic and check that it is received correctly.
To exit Internal Loopback mode, generate hot reset or reset the entire chip.

6.19.3 Pseudo-Random Bit Sequence (PRBS)

When using an internal loopback, it is possible to use PHY PRBS generation and checking, rather
than activate the entire chip in order to generate traffic.

To enable PRBS generation, set PHY register 0x40 bit[2] to 1. PRBS errors are counted in PHY
registers 0x50 and 0x51. To reset the PRBS error counter, set PHY register 0x40 bit[3] to 1.

6.19.4 Slave Loopback

Slave loopback is the opposite case of Master loopback. This procedure is initiated and controlled by
the external PCI Express device.

6.20 Peer-to-Peer Traffic

The device supports the following PCI Express peer-to-peer traffic:

m  Memory and /O transactions from the PCI interface to PCI Express ports.
m  Memory transactions from the PCI Express ports to PCl interface.

The device does not comply with PCI transparent bridge specification:

m |t does not implement a PCI bridge configuration header.

m It does not support typel configuration cycles forwarding.

m It does not comply with the errors forwarding specification.

However, it is still very useful as a non-transparent bridge:
m |t supports forwarding of memory and I/O transactions.
m |t supports forwarding of PCI interrupts to PCI Express interrupt messages.

m |t supports configuration cycle forwarding via indirect access, using the PCI Express
Configuration Address Register (Table 269 p. 450) and PCI Express Configuration Data
Register (Table 270 p. 450).

Express does not support nonconsecutive byte enable within a burst write. If the PCI
bus write traffic is subject to nonconsecutive byte enable, PCI-to-PCl Express traffic is
not supported.

EI The PCI bus supports nonconsecutive byte enable within a burst write. The PCI

Note

Doc. No. MV-S104860-U0 Rev. C Copyright © 2008 Marvell
Page 88 Document Classification: Proprietary Information December 2, 2008, Preliminary



7.1

Serial-ATA (SATA) Il Interface (88F619x and 88F6281 Only)
Serial ATA Il Host Controller (SATAHC)

Serial-ATA (SATA) Il Interface
(88F619x and 88F6281 Only)

The 88F6192 and 88F6281 devices integrate two Serial-ATA (SATA) Il compliant ports.
The 88F6190 device integrates one Serial-ATA (SATA) || compliant port.

Unless specifically noted, the interface information in this section refers to a single port. Both ports
are identical and have the same features.

Based on the Marvell® SATA host controllers (SATAHC) and SATA proven technology. The 88F619x
and 88F6281 are fully compatible with SATA Il phase 1.0 specification (Extension to SATA |
specification).

The 88F619x and 88F6281 employ the latest SATA Il PHY technology, with 3.0 Gbps (Gen2i) and
backwards compatible with 1.5 Gbps (Genli) SATA I. The Marvell 88F619x and 88F6281 SATA I
PHY accommodates the following features:

m  SATA Il 3 Gb/s speed

Backwards compatible with SATA | PHY's and devices
Support Spread Spectrum Clocking (SSC)
Programmable PHY for industry leading backplane drive capability
SATA Il power management compliant

SATA 1l Device Hot-Swap compliant

Low power consumption — Less then 200 mW per SATA Il PHY
PHY isolation Debug mode

1

The SATA Il interface supports the following protocols:
Non Data type command

PIO read command

P10 write command

DMA read command

DMA write command

Queued DMA read command

Queued DMA write command

Read FPDMAQueued command

Write FPDMAQueued command

The SATA Il interface does not support the following protocols:
m  ATAPI (Packet) command
m  CFA commands

Serial ATA 1l Host Controller (SATAHC)

The 88F619x and 88F6281 incorporate a Serial-ATA (SATA) host controller (SATAHC). The
SATAHC consists of the SATA ports with an Enhanced DMA (EDMA) that controls each port.

The sub-sections below provide detailed information about the SATAHC.

1. AC coupling is still required while working with Gen1 devices.
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7.2

7.2.1

71.2.2

7.3
7.3.1

7.3.2

7.4

SATAHC Block Diagram

Figure 17 provides a SATAHC block diagram, showing the flow to/from each SATA port, SATA
interface, EDMA, and the Mbus Interface.

Figure 17: SATAHC Block Diagram

> SATA

g EDMA |<gP Mbus Interface
SATA Port ¢ Interface

SATAHC EDMA

The SATAHC EDMA:

m  Controls the ATA transactions associated with its port

m  Contains a 0.5-KB buffer for posted write and prefetch read transactions
m  Contains the registers that control the EDMA operation

SATA Interface

The SATA interface is compliant with the Serial-ATA 1l Phase 1.0 specification (Extension to SATA |
specification). SATA interface features are listed above.

SATAHC Initialization

Interrupt Coalescing
The command execution can be accomplished with or without using the coalescing mechanism:
m  If the interrupt coalescing mechanism is used, initialize the following registers:

a) SATAHC Interrupt Coalescing Threshold Register (Table 351 p. 511)

b) SATAHC Interrupt Time Threshold Register (Table 352 p. 511)

m  If Interrupt coalescing mechanism is not used, the <SataCoalDone> field in the SATAHC Main
Interrupt Mask Register (Table 355 p. 514) should be masked.

Unused SATA Port

The unused SATA port should be shut down to save power by clearing the appropriate
<PhyShutdown> field in the Serial-ATA Interface Configuration Register (Table 365 p. 519).

Host Direct Control Over the Hard Disk Drive

m When the EDMA is disabled, the <eEnEDMA> field in the EDMA Command Register (Table 342
p. 505) is cleared.

* The host has direct control over the device through the ATA task registers (see Table 399,
Shadow Register Block Registers Map, on page 549).

m When the EDMA is enabled, the <eENEDMA> is set.
* The EDMA has full control over the hard disk drive (HDD).

* If any of the ATA task registers are written, a write transaction results in unpredictable
behavior.
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LED Indications

For each SATA port, there are two LED indications:

m  Disk present indication

m  Disk active indication

These LED indications have to be selected through the MPP interface.

Optionally by setting the GPIO Blink Enable Register (Table 769 p. 763), the LED indication for both
the SATA and GPIO LEDs may blink.

The Disc Active or Presence LED indication is determined by the SATAHC LED Configuration
Register (Table 356 p. 515). Figure 18 shows the flow that sets the LED state. Table 16, Disc Status
LED State Settings, on page 91 explains the function of the bits shown in Figure 18.

Figure 18: Disc Status LED Indication Diagram

Presence—

7.6

Active —

Blink 1

MPP

e

act_led_blink act_presence || led_polarity
bit[0] bit[2] bit[3]

Table 16: Disc Status LED State Settings

Bit Bit Name Bit Function
Number
0 <act_led_blink> 0 = Use indication as is.

1 = Set indication to blinking.

2 <act_presence> 0 = Use active indication only.
1 = Multiplex active and presence indication on the same LED.

3 <led_polarity> 0 = Invert the active indication.
1 = Do not change the active indication.

EDMA Operation

The interface between host CPU and the EDMA consists of two queues: the request queue and the
response queue. The request queue is the interface that the host CPU uses to queue ATA DMA
commands as a request between the system memory and the device. The response queue is the
interface that the EDMA uses to notify the host CPU that a data transaction between the system
memory and the device was completed. Each entry in the request queue consists of an ATA DMA
command and the EDMA parameters and descriptors to initiate the device and to perform the data
transaction.
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The EDMA is further responsible for parsing the commands, initializing the device, controlling the
data transactions, verifying the device status, and updating the response queue when the command
is completed. This all occurs without CPU intervention. Direct access to the device is also supported
for device initialization and error handling.

7.6.1 EDMA Request and Response Queues

The request queue and the response queue are each located in CPU memory and organized as a
length of 32 entries, circular queues (FIFO) whose location is configured by the Queue In-Pointer
and the Queue Out-Pointer entries. Since these pointers are implemented as indexes and each
entry in the queue is a fixed length, the pointer can be converted to an address using the formula:
Entry address = Queue Base address + (entry length * pointer value).

The request queue is the interface that the CPU software uses to queue ATA DMA commands as a
request for a data transaction between the system memory and the device. Each entry in the
request queue is 32 bytes in length, consisting of a command tag, the EDMA parameters, and the
ATA device command to initiate the device and to perform the data transaction.

The response queue is the interface that the EDMA uses to notify the CPU software that a data
transaction between the system memory and the device has completed. Each entry in the response
gueue is 8 bytes in length, consisting of the command tag and the response flags.

Figure 19: Command Request Queue—32 Entries

Entry Byte Entry Byte
Number Number Number Number
0 Empty 0 0 CRQOB 0
In Out
— 1 32 -— 1 32
Pointer Empty Pointer CRQB
In
2 64 2 64
Empty Pointer > Empty
Out
3 Empty 96 3 CRQB 96 -— Pointer
4 Empty 128 4 CRQB 128
L Empty | @ ® | Cros L
L [ ] [ L
. Empty . . CRQB .
31 Empty 1024 31 CRQB 1024
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Figure 20: Command Response Queue—32 Entries

Entry Byte Entry Byte
Number Number Number Number
0 Empty 0 0 CRPB 0
In Out
Pointer L Empty 8 = Pointer 1 CRPB 8
In
2 16 — 2 16
Empty Pointer Empty
Out
3 Empty 24 3 CRPB 24 Pointer
4 Empty 32 4 CRPB 32

L Empty | @ ® | cree o

[ o [ [

. Empty . . CRPB .

31 Empty 256 31 CRPB 256

7.6.2 EDMA Configuration

The EDMA configuration is determined according by the EDMA Command Register

(Table 342 p. 505). The registers listed below may be changed only when <eEnEDMA> in that

register, is cleared, and the EDMA is disabled. The following registers must not be changed when

<eEnEDMA> is set.

m  SATAHC Configuration Register (Table 348 p. 509)

m  EDMA Configuration Register (Table 333 p. 498)

m  EDMA Command Delay Threshold Register (Table 345 p. 508)

m  All registers in Table 399, Shadow Register Block Registers Map, on page 549, except that the
host is allowed to change the <HOB> field (bit [7]) in the ATA Device Control register (offset
0x82120) while the EDMA is active.

All Basic DMA Registers (page 494)
All Serial-ATA Interface Registers (page 518)
* FIS Interrupt Cause Register (Table 384 p. 541)
* FIS Interrupt Mask Register (Table 385 p. 543)
7.6.3 EDMA Mode of Operation
7.6.3.1 Basic DMA Operation

When the <eEnNEDMA> field in the EDMA Command Register (Table 342 p. 505) is cleared to 0, the

EDMA is disabled, therefore, the request queue and the response queue are not in use. The Basic

DMA may be controlled directly using the following registers:

m  Basic DMA Command Register (Table 327 p. 494)

m  Basic DMA Status Register (Table 328 p. 495)

m  Descriptor Table Low Base Address Register (Table 329 p. 496)

m  Descriptor Table High Base Address Register (Table 330 p. 497)

m  SATAHC Interrupt Cause Register (Table 353 p. 512)

The DMA is used to perform only DMA data transactions. The hard drive must be programmed by

writing to the ATA task registers before activating basic DMA.
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7.6.3.2

When in Basic DMA Operation mode, the commands are processed one by one: the host configures
the device, configures the DMA and starts it. The DMA indicates completion of the data transaction
by setting <SaCrpb0Done/DMAODone> field in the SATAHC Interrupt Cause Register (Table 353

p. 512) and an interrupt is generated. If an error occurs during execution of the data transfer, the
EDMA Interrupt Error Cause Register (Table 334 p. 501) is updated with the error cause, the Basic
DMA Status Register (Table 328 p. 495) is updated with the completion error, and the host is further
responsible for error handling.

Host Initialization of Basic DMA Operation

The host initializes the DMA Read/Write operation as follows:

1. Initializes the device with the data transfer command.

Initializes the Physical Region Descriptor [PRD] in memory.

Initializes the Descriptor Table Low Base Address Register (Table 329 p. 496).
Initializes the Descriptor Table High Base Address Register (Table 330 p. 497).

Confirms that the <eEarlyCompletionEn> field in the EDMA Configuration Register (Table 333
p. 499) is clear to 0.

6. If Port Multiplier is used, initializes the <PMportTx> field in the Serial-ATA Interface Control
Register (Table 379 p. 535).

7. Activates the Basic DMA by setting the control bits in the Basic DMA Command Register.

ahrwbn

Basic DMA Read/Write Operation

The Basic DMA performs only the data transaction.

1. The Basic DMA performs the data transaction.

2. It sets <SaCrpbODone/DMAODone> and a maskable interrupt is generated.
3. The host is further responsible for the device completion status.

Stop Basic DMA

The host may stop the Basic DMA operation before the commands are completed.

1. The host clears the <Start> field in the Basic DMA Command Register (Table 327 p. 494).

2. If the <Start> field is cleared while the Basic DMA is still active, as indicated by the active bit in

the Basic DMA Status Register, the Basic DMA command is aborted, and the data transferred
may be discarded before reaching its destination.

Target Mode Operation

When <eEnEDMA> field in the EDMA Command Register (Table 342 p. 505) is cleared to 0 and the
<ComcChannel> field in the Serial-ATA Interface Configuration Register (Table 365 p. 519) is setto 1,
a communication channel is opened with Serial-ATA port of another 88F619x and 88F6281 (or any
other Marvell® devices that support target mode). The communication channel is not symmetric: one
side should be configured as an initiator (<TargetMode> field in the Serial-ATA Interface
Configuration Register (Table 365 p. 519) is set to 0) while the other side is configured as a target
(<TargetMode> is set to 1).

Full Communication

The two channel should be used as follows:

1. Inchannel A—The SATA port in the device is configured as the initiator, while the companion
SATA port in the other device is configured as the target.

2. In channel B—The SATA port in the device is configured as the target, while the companion
SATA port in the other device is configured as the initiator.
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Initiate Basic DMA Read Operation
A Basic DMA read operation is implemented as follows:

1.
2.

Initiator Host—Activate the Initiator Basic DMA.

Initiator Host—Send the Register Device to the Host FIS (Frame Information Structure) using
the Vendor Unique interface with 10-byte command (see Section 7.8, Vendor Unique,

on page 112).

Target Transport—Update ATA task registers, set the port's <SaDevinterruptO> field in the
SATAHC Interrupt Cause Register (Table 353 p. 513), and generate the interrupt.

Target Host—Send the Register Device to the Host FIS using the Vendor Unique interface with
acknowledge.

Initiator Transport—Update the ATA task registers, optionally set the port's <SaDevinterruptO>
field, and generate the interrupt if specified in the Register Device to the Host FIS.

Target Host—Activate Basic DMA, set <eDMAActivate> field in the Serial-ATA Interface Control
Register (Table 379 p. 536).

Target Transport—Send the data as configured in the target Basic DMA.

Initiator Basic DMA—Set the port's <SaCrpb0ODone/DMAQODone> field and generate the
interrupt to the initiator host when data transfer completes.

Target Basic DMA—Set the port’s <SaCrpbODone/DMAODone> field and generate the interrupt
to the target host when data transfer completes.

Initiate Basic DMA Write Operation
A Basic DMA write operation is implemented as follows:

1.
2.

10.

Copyright © 2008 Marvell

Initiator Host—Activate Initiator Basic DMA.

Initiator Host—Send Register Device to Host FIS using the Vendor Unique interface with
10-byte command (see Section 7.8, Vendor Unique, on page 112).

Target Transport—Update ATA task registers and set the port's <SaDevinterruptO> field in the
SATAHC Interrupt Cause Register (Table 353 p. 513) and generate the interrupt.

Target Host—Send Register Device to Host FIS using the Vendor Unique interface with
acknowledge.

Initiator Transport—Update the ATA task registers and optionally set the port’s
<SaDevinterruptO> field and generate the interrupt if specified in the Register Device to Host
FIS.

Target Host—Activate the Basic DMA, send DMA Activate frame using the Vendor Unique
interface.

Initiator Transport—Set the <eDMAActivate> field in the Serial-ATA Interface Control Register
(Table 379 p. 536).

Initiator Transport—Send the data as configured in the initiator Basic DMA.

Initiator Basic DMA—Set the port's <SaCrpbODone/DMAODone> field and generate the
interrupt to initiator host when the data transfer completes.

Target Basic DMA—Set the port’'s <SaCrpbODone/DMAODone> field and generate the interrupt
to target host when the data transfer completes.
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m Inthis mode, the ATA task registers are updated when Register Device to Host FIS
| §| | is received regardless to the value of <BSY> bit in the ATA Status register (see

Table 399, Shadow Register Block Registers Map, on page 549).

Note . . - . .
Link Errors while transmitting Vendor Unique FIS are also reported in the

<LinkCtITxErr> field in the EDMA Interrupt Error Cause Register (Table 334
p. 502).

m  For testing, this mode can be used to generate an External Loopback between the
Serial-ATA ports of the same device.

7.6.3.3 Non-queued DMA Commands

When the <eEnEDMA> field in the EDMA Command Register (Table 342 p. 505) is set to 1, the
<eSATANatvCmdQue> field in the EDMA Configuration Register (Table 333 p. 498) is cleared to 0,
and the <eQue> is clear to 0, the EDMA is in Non-queued mode. In this mode, the EDMA supports
only ATA DMA commands. It performs the commands that reside in the CRQB one by one. The next
command is issued to the device only when the previous command has completed and the CRPB is
updated. In this mode, the EDMA uses the following commands.

Read DMA

Read DMA EXT
Write DMA

Write DMA EXT
Read STREAM DMA
Write DMA FUA EXT
Write STREAM DMA

7.6.3.4 Queued DMA Commands

When the <eEnEDMA> field in the EDMA Command Register (Table 342 p. 505) is set to 1, the
<eSATANatvCmdQue> field in the EDMA Configuration Register (Table 333 p. 498) is clear to 0,
and the <eQue> is set to 1, ATA QDMA commands are performed. These commands allows the
CPU to issue concurrent commands to the same device. Along with the command, the EDMA
provides the <cDeviceQueTag> to the device to uniquely identify the command. When the device
restores register parameters during the execution of the SERVICE command, this tag is restored.
The EDMA identify the command according to the <cDeviceQueTag> and the incoming PM port and
restores the command parameters to execute the data transaction. The ATA devices support up to
32 concurrent queued commands, and these commands may perform out of order.

In this modes the EDMA uses the following commands:
m  Read DMA Queued

m  Read DMA Queued EXT
m  Write DMA Queued
m  Write DMA Queued EXT
m  Write DMA Queued FUA EXT
7.6.3.5 SATA Native Command Queuing

When the <eEnEDMA> field in the EDMA Command Register (Table 342 p. 505) is set to 1 and the
<eSATANatvCmdQue> field in the EDMA Configuration Register (Table 333 p. 498) is setto 1, a
streamlined command queuing model for SATA (SATA native command queuing) is supported. This
model minimizes the required number of protocol round trips and reduces the incurred overhead.

These commands allows the CPU to issue concurrent commands to the same device. Along with the
command, the EDMA provides the <cDeviceQueTag> as the tag of the command to uniquely identify
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the command. When the device restores register parameters, this tag is restored, The EDMA
identify the command according to the <cDeviceQueTag> and the incoming PM port and restores
the command parameters to execute the data transaction. The SATA devices support up to 32
concurrent queued commands, and these commands may perform out of order.

In this mode the EDMA uses the following commands:
m  Read FPDMA Queued
m  Write FPDMA Queued

7.6.4 EDMA Activation
The CPU activates the EDMA according to the following flow:
1. Verifies that the device is ready to receive data commands, the <DET> field in the SStatus
Register (Table 367 p. 522) equals 3, and the fields <Busy> and <DRQ> in the device Status
register are cleared.
2. Clears the EDMA Int